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AHAJIN3 YI'PO3 BE3OITACHOCTH B CETAX 6G C IPUMEHEHUEM
MOJEJIEA MAILIMHHOT'O OBYYEHMUSI

JlockyTtoBa B.C.
cneyuanucm, Kybanckuii 2ocyoapcmeennulii ynusepcumem
(Kpacnooap, Poccus)

AHHOTAHUA

B crarbe paccmarTpuBaloTCs aKTyalbHBIE YTPO3bl OE30MACHOCTH, BO3HHMKAIOIIUE B CETAX
mectoro mnokoieHus (6G), W aHanIM3MpyeTcs NOTEHLUal NPUMEHEHHS MOJENEed MAalluHHOIO
obyuenust (MO) 1t ux oOHapyxeHus u npenorspameHus. [Ipencrasnena knaccudukaus THIOBBIX
arak,  BBIBIEGHBI  COOTBeTCTByromme  Metonel MO,  oOocHOBaHa ~ HEOOXOIUMOCTH
muddepeHIHPOBaHHOTO MOIX0Aa K BeIOOPY anroputmMoB. Oco0oe BHHMaHHE YAEJICHO BOIPOCaM
apXUTEKTYpbl MHTETPAIlMM aHAIUTHYECKUX MOJeNed B pacmpenenéHHylo MH(pacTpykrypy 6G, a
TaKXKe OLEeHKe MX 3((EKTUBHOCTH MO PAAY TEXHHUYECKHX W IKCIUTyaTallMOHHBIX MeTpuk. Caenan
BBIBO/I O HEOOXOTMMOCTH MOCTPOEHUS alallTUBHBIX, OOBSICHUMBIX U SHEProd(PPEeKTUBHBIX CUCTEM
0€30IacCHOCTH € BO3MO)KHOCTBIO MacIITaOMPOBAaHUS U JIOKAJIBHOTO aHAU3a.

KiaroueBbie ciioBa: cetn 6G, 0e30macHOCTh, MalIMHHOE OOydeHHE, OOHApyKEHHUE YTrpo3,
AHOMAaJIMsI, UHTEPIIPETUPYEMOCTD, PACIpEIeIEHHAs apXUTEKTYpa.

SECURITY THREAT ANALYSIS IN 6G NETWORKS USING MACHINE
LEARNING MODELS

Loskutova V.S.
specialist degree, Kuban state university (Krasnodar, Russia)

Abstract

The article explores emerging security threats in sixth-generation (6G) networks and evaluates
the applicability of machine learning (ML) models for threat detection and prevention. It provides a
typology of common attack vectors, matches them with relevant ML techniques, and emphasizes the
importance of selecting context-specific algorithms. The paper further discusses architectural
considerations for integrating ML into the distributed infrastructure of 6G and presents a
comprehensive evaluation framework based on technical and operational metrics. The study
concludes that adaptive, interpretable, and energy-efficient security systems are essential for
maintaining resilience and enabling localized analysis in next-generation networks.

Keywords: 6G networks, security, machine learning, threat detection, anomaly, interpretability,
distributed architecture.

Brenenue

C nepexoJ10M OT IATOTO MOKOJICHUSI MOOMIIBHOM CBSI3U K IIECTOMY 3HAUUTENBFHO PaCIIUPSIOTCS
(YHKIMOHATIBHBIE BO3MOXXHOCTH OECIPOBOAHBIX CETEH, BKJIIOYAs YJIBTPAHU3KYIO 3aJCPHKKY,
HKCTPEMAIIBHO BBICOKYIO MPOITYCKHYIO CIIOCOOHOCTh M MHTETPAIMIO MCKYCCTBEHHOTO MHTEJUICKTA B
apxXuTeKTypy ceTd. OHAKO HapsSAy C STUM YCHIUBACTCS CI0XKHOCTD €€ CTPYKTYPBI, UTO MOPOKIAET
HOBBIE BEKTOPHI aTak M TpeOyeT MPUHIUIHNAILHO MHOTO MOJAX0/a K 00eCredeHuI0 Oe30MacHOCTH.
CoBpeMeHHbIE TpaJUIMOHHBIE METOJAbl pearupoBaHHs W AaHaTW3a HHIUICHTOB CTAHOBSATCS
HE/IOCTaTOYHBIMH B YCJOBHUSX BBICOKOH JIuHaAMHUYHOCTH OG-cpenbl M yCIOXKHEHHS YTpos.
OcobeHHocThIO ceTeit 6G SABIIETCS TECHOE B3aUMOJICHCTBHE C pacnpeAeIEHHBIMHU BBIYMCICHUSIMH,
KnOep(hU3NIeCKUMU CUCTEMaMU M aBTOHOMHBIMU YCTPOHCTBAMH. DTO CO34aET MPEINOCHUTKU ISt
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BO3HUKHOBEHHUSI MYJIBTUYPOBHEBBIX aTaK, BKJIIOYAs MAHUMYJSAIUHM C YIPaBICHHEM JOCTYIIOM,
BHEJIPEHHE BPEJOHOCHBIX MOJENCH HCKYCCTBEHHOIO MHTEIJICKTa U 1IeJeBble aTaku Ha
apXUTEKTypHbIE KOMIIOHEHTHI. YYHUTHIBasi HEOOXOAUMOCTh OOHAPYKEHHSI TAKUX YIpO3 B peabHOM
BpEMEHH, O0COOYyI0 aKTyalbHOCTb IPHOOpPETaeT BHEAPEHHE METOJOB MAIIUHHOTO OOYy4YCHHS,
CMOCOOHBIX aHAJTU3UPOBATh AHOMAJIMH, BBISABISATH HETHIIMYHOE IMOBEJICHHE M aJalTHPOBATHCA K
HOBBIM CIIeHapusM yrpo3. lLlenpto manHOW paboThl siBIsieTcss uccienaoBaHue 3(dexTuBHOCTH
npuMeHeHus Mozeneid MO B 3ajauax aHanM3a U BBIBICHHUS yrpo3 Oe3omacHocTH B cerax 6G. B
CTaTh€ PACCMATPHUBAIOTCS THIIOJIOTUS aTaK, XapaKTEPUCTUKU CETEBOM TelIeMEeTpUH, MPUMEHUMbIC
JITOPUTMBI, a TaKXKe 00CYKIAIOTCS apXUTEKTYPHBIC M BBIYMCIUTEIbHBIC aCTEKThl MX BHEAPCHMUS.
AHanus3 npoBOJUTCA C y4ETOM TpeOOBaHUH K MacIITaOUPYEMOCTH, TOYHOCTH, UHTEPIIPETUPYEMOCTH
U CKOPOCTH pearupoBaHMs B YCIOBUAX Oyaylie HHPPACTPYyKTYPHI IECTOrO MOKOJICHUS CBSI3H.

OcHoBHast 4acThb

CeTH IECTOTO MOKOJICHHSI MTPECTABISAIOT COOO0M CIEAYIOUIYIO CTYIIEHb ABOIIOIMN MOOMIBHON
CBSI3U, B paMKaX KOTOPOH peasu3yIOTCsl HE TOJBKO IKCTPEMalIbHbIE TEXHUYECKUE MapaMeTphl, HO U
IyOOKasi MHTErpalusi ¢ KOTHUTUBHBIMHM BBIYMCICHUSMH, DPACHPECNEHHBIM HWHTEJUIEKTOM U
uppoBbIMU  [BOWHUKAMH. OIHAKO C pacIIUpEHHEM AapXUTEKTYPHBIX M (YHKIHMOHAIBHBIX
BO3MO)KHOCTEH yBEJIMUMBACTCS MOBEPXHOCTh MOTCHIMAIBHBIX aTak, a XapakTep Yrpo3 CTaHOBHUTCS
Bcé Oosiee AMHAMHUYHBIM U TPYAHO NpeackasyeMbiM. OCHOBHBIMM LIEISIMU 3JIOyMBIIUICHHUKOB B
NOJOOHBIX Cpefax SBIAIOTCA NepexBaT WM MOJJCNKA YIPABISAIOMIMX COOOIIECHUH, aTaku Ha
LIEJIOCTHOCTh CETEBOTO B3aMMOJCHCTBHS, BHeApeHHE (PambCUPUUUPOBAHHBIX YCTPOMCTB U
BMEIIATENILCTBO B IPOLECCHl IpUHATUA pemeHud Ha ypoBHe HWMHM-mopyneir. B ycnoBusix
MacimTabupyeMbIX, TE€TepOreHHBIX M aJanTHBHBIX ceTell 6G TpaJWIMOHHBIE MEXaHU3MbI
obecriedeHus 0E30MACHOCTH - TaKMe KaK CHUTHATypHBIH aHaiu3, craTudyeckas (QpuibTpanus Wid
[EHTPAIM30BaHHbI KOHTPOJb JOCTyNa - OKa3bIBAIOTCS Hed(P(YEeKTUBHBIMU WM  TpeOyroT
Ype3MEpHBIX pecypcoB. B omimume oT HHUX, METOIbl MAIIMHHOTO OOY4YEHHs CIIOCOOHBI BBISBIATH
paHee HEHW3BECTHbIE aHOMAJIMU, MPOTHO3UPOBATH BPEJIOHOCHYIO AaKTUBHOCTh M AJalTHPOBATHCS K
HOBBIM IabjoHaMm moBeneHus. HambOonee mepcreKTHBHBIMM HaNpaBICHUSMH npuMeHeHuss MO
SBJISIIOTCSI OOHApPYKEHUE BTOPIKEHHM, KJIACCH(PHUKALIUSA CETEBBIX YIPO3, CErMEHTAIUs BPEAOHOCHOTO
Tpaduka ¥ BBIABICHHE aTak Ha MPOTOKOJBI CBA3M B pexuMme peanbHoro BpemeHu [1]. OcoGoe
BHUMaHMEe B KoHTekcte 6G mpuBiekaoT pacnpeaenéHuele Mmomenu MO, crnocoOHbIe
(GyHKIMOHMPOBATh Ha MepUPEPUIHBIX y31ax ceTh (edge-KOMIOHEHTaxX ), MUHUMU3HUPYS 33A€PKKH U
yMEHbIIIasi Harpy3Ky Ha IIeHTpaJIbHbIe BRIYMCIUTEIbHBIE pecypchl. Mcroiap30BaHue TaKUX MOIXO0/0B
MO3BOJISIET Peajn30BaTh JETEKIMIO aTaKk Ha MECTe MX BO3HHKHOBEHUs, HE mpuleras K mepenade
60X 00BEMOB YYBCTBUTEIBHBIX NaHHBIX. Kpome TOro, koMOMHAIUsl pPa3lIMYHBIX METOIOB
o0y4eHus - Kak ¢ yuuTesaeM, Tak U 0e3 Hero - odecreunBaeT 0ojee rHOKyI0 peakluIo Ha CJIOXKHbIE U
OBICTPO M3MEHSIOIINECS YIPO3bl, XapaKTEPHbIE /i1 MYJIBTHAI€HTHBIX CETEl HOBOTO IMOKOJICHUSI.

OnHoii M3 KITIOYEBBIX 3a/Jad IMpH aHajgu3e yrpo3 B cersx 6G sBisgercs oOpaboTka u
MHTEpIpeTaIns BHICOKOOOBEMHBIX MTOTOKOB TEJIIEMETPUUECKHX JaHHBIX, BKIIOYAIOUINX ITapamMeTphl
Tpaduka, BpeMEHHbIE METKH, CUTHAJIbHBIE XapaKTEPUCTHKHU, CETEBBIE COOBITUS U TOBEICHYECKHE
11a0JI0HBI Aa00OHEHTOB. B yCIIOBHSIX MOCTOSIHHOTO POCTa YHCIa TOAKIIOYEHHBIX YCTPONUCTB U BHICOKOH
CKOPOCTH Tepeiayy JaHHBIX BOSHUKAET HEOOXOAMMOCTH B MCTIOIb30BAaHUH AJITOPUTMOB, CIIOCOOHBIX
HE TOJBKO paboTarb C HECTPYKTYPUPOBAHHBIMH M Ppa3pekeHHBIMH HaOopamu, HO U
MacmTabupoBarbes 6e3 morepu TouHocTH [2]. Anroputmbel MO, Takue Kak ciy4aiHble Jeca,
IpaJMeHTHBIN OyCTHHI, CBEPTOYHBIC HEHPOHHbBIE CETH M MOJENM, OCHOBAaHHbIE Ha PEKYPPEHTHBIX
CBSI35X, JIEMOHCTPUPYIOT BBICOKYIO 3(P(PEKTHBHOCTh MpPHU OOpabOTKE TaKUX JIAaHHBIX, MTO3BOJISS
muddepeHIrpoBaTh THIBI AKTUBHOCTH U BBISBIIATH NOTCHIMATIBHBIE YTPO3bI C YIETOM BPEMEHHBIX
3aBucuMocTell. Hapsay ¢ TOYHOCTBIO KiIacCU(UKAIMU M CKOPOCTHIO OOPa0OTKH Ba)KHYIO POJIb
UTpaeT MHTEPIPETUPYEMOCTh MoJieNiei, 0COOEHHO B KPUTUYECKH BAXXKHBIX MH(PACTPYKTYypax, Ie
TpeOyeTcst OOBsICHEHHE NpPUYMH TNpUHATHS pemeHuid. CoBpeMeHHbIE MOAXOAbI B 0OJIACTH
00bACHUMOTrO MamuHHOrO o0ydeHus: (XAI) MO3BONAIOT aHATU3UPOBATh BKJIAJ OTAEIBHBIX
MIPU3HAKOB B UTOTOBYIO OIICHKY YIpO3bl, POPMUPOBATH OTUETHI AJISl AyIUTOPOB U MOBHIIIATH YPOBEHb
JIOBEpHUS CO CTOPOHBI orepaTopoB. B cetsix 6G, rae pemieHus mo 6e301macHOCTH MOTYT IPUHUMATHCS
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AaBTOHOMHBIMHM areHTaMH, BO3MOXXHOCTb TPAKTOBaTh pPe3yJbTaThl KIaCCHU(UKAUMU M JETEKIHUU
CTAaHOBUTCSI HEOTHEMJIEMBIM TpeOOBaHMEM JJIs CEepPTU(PUKAIMM M COOTBETCTBUS HOPMATHUBHBIM
TpeOOBAHUAM PA3TMUHBIX TOCYAAPCTB.

Ocoboe BHHMMaHHE yAeIseTCS MCIONB30BAHUI0O METON0B OOydeHus 0e3 yuurens s
OOHapyXEHHUsl paHee HEU3BECTHBIX WJIM HECTAHJAPTHBIX YIpO3, XapaKTEePHBIX Ui TMOPUIHBIX U
MYJIBTUJOMEHHBIX aTak B ceTsX 6G. Takue MeTozbl, Kak KilacTepu3alysl, HOHKEHUE Pa3MEPHOCTHU U
BEPOSITHOCTHBIE Tpa(oOBbIe MOJENH, TO3BOJIAIOT CTPOUTDH MPEACTaBICHHE 00 OOBIYHOM MOBEICHUU
CHCTEMBl U UICHTU(UIIMPOBATH OTKIOHEHHS, HE TpeOys 3apaHee pa3MEUYeHHBIX HAOOPOB JTaHHBIX.
OTO O0COOECHHO aKTyaJbHO B YCJOBUSAX OTPAaHMYCHHOH IOCTYHMHOCTH JIOCTOBEPHBIX BBIOOPOK WU
MOCTOSTHHO M3MeHstonerocss janamadra atak [3]. Kpome Toro, coueranue STHX IOAXOIOB C
METOaMH TOJTyOOy4eHHUS W aKTUBHOIO OOy4YeHMs IO3BOJISIET WTEPATUBHO YIy4IIaTh KaueCTBO
MOJEJIeH, IIOCTENIEHHO paclupsisi TIpaHULbl U3BECTHBIX YIrpo3. BakHOM 3amadedl B pamKax
unTerpanu MO B uHdpacTpykrypy 6G siBisieTcst obecrieueHue 3aiuIEHHOCTH CAaMUX MOJIEIeH OT
IIEJIEBBIX aTaK, TaKuX Kak OTpaBiieHHe NaHHbIX (data poisoning), reHepanusi MPOTUBOCTOSIINX
npumepoB (adversarial examples) u mopmenka TeneMeTpuH. Takue aTakd MOTYT MPUBOIUTH K
JIO)KHBIM Cpa0aThIBaHUSAM, YCBHIIUIGHHIO CHCTEMBl WM JIa)K€ YIPABISEMOMY HWTHOPHUPOBAHHUIO
KPUTHUYECKHU OMACHON aKTUBHOCTH. J[11 MPOTUBOAEHCTBUS ATUM PUCKAM MCCIEAYIOTCS MOIXO/bI 10
3alIUTe XU3HEHHOTO IMKJIA MOJENeH, BKJIIOYash MOHUTOPHUHI OOYyYalolIMX BBHIOOPOK, BHEAPEHHE
MEXaHU3MOB BepU(UKAIIMM UCTOYHHKOB JTAHHBIX, a TaKXKe PErySPHYIO MEPEOICHKY IapamMeTpoB
MOJIEIIU C Y4ETOM METPUK YCTOMYMBOCTH U IOBEPUSL.

CpaBHUTeIbHBIH aHAMWU3 Mojesed CIy4YailHbIH Jec W IIy0OKas HeHpPOHHasi ceThb IO
napaMerpam 3p(PeKTHBHOCTH

JUisi OIEHKH MPUMEHUMOCTH pa3IM4YHbIX MOJAENeH MamuHHOro oOy4deHHs B 3ajadax
oOHapyXeHHusi yrpo3 B cersix 6(G IpoBeleHO CpaBHEHHE IBYX AJITOPHUTMOB: CIy4YalHbIM Jec u
n1yOokasi HelipoHHas ceTh [4]. BeiOop 00yclioBlieH UX pacpoCTpaHEHHOCTHIO B MIPAKTUKE aHAIIN3A
CeTeBOro Tpaduka M CIIOCOOHOCTHIO PaboTaTh C BHICOKOPA3MEPHBIMHU, HEPETYISPHBIMU JAaHHBIMH.
Mopnenu TecTupoBaJIMCh Ha HAOOpe CUMYIIMPOBAHHBIX CETEBBIX COOBITHH, OTPAXKAIOIINX AHOMAIILHOE
MOBEJICHNE, BKITIOUAsi HHBEKIMU TpaduKa, CKAHUPOBaHKE, ITOJMEHY CHUTHala U cOOU B MPOTOKOJIAX.
O1eHKa MPOBOWIIACH MO MATH OCHOBHBIM KPUTEPHUSAM: TOYHOCTh OOHAPYKEHUS yTPO3, yCTOMYMBOCTh
K JIOKHOTIOJIOKHUTEIILHBIM CpalOaThIBAaHUAM, BpeMsi OTKIMKA (MH(EpeHC), WHTepHpeTHPYyEeMOCTb
pE3yabTAaTOB U BHIYMCIUTENBbHAS HAarpy3ka. Kaxkiplil mokasarenb HOpPMUPOBAH U BU3yaJIM3UPOBaH Ha
auarpaMMme HIKe. OJTO IO3BOJISIET KOMIUIEKCHO OLIEHUTh IPUIOAHOCTh MOJEIEH B YCIOBHSX
BBICOKOHAIPYKEHHOU, U3MEHYMBOU CpPe/ibl CETEH MIECTOTO MOKOJICHHUS.

Pucynok 1 nemMoOHCTpUpyeT cpaBHUTENbHYIO 3(P(PEKTUBHOCTH JIBYX MOAXOIOB MO KIIOUYEBHIM
napameTpaMm, BKJIIOYash TOYHOCTh OOHApy>KeHHs, YCTOMYMBOCTH K JIOKHBIM CpabaThIBAaHHSIM,
HUHTEPIPETUPYEMOCTD, CKOPOCTb OTKJIMKA M BBIUUCIUTEIBHYIO HAIPy3Ky, 4TO IO3BOJISET KOMIIJIEKCHO
OLIEHUTb IPUTOAHOCTh MOJEINIEH I Pa3IMUHBIX CLIEHApUEB IPUMEHEHNUS B ceTsax 6G.
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[epeso Metoa CnyuvariHbii Fnybokas
pewweHnn OnOpPHbIX nec HEenpoHHas

BEKTOPOB ceTb

Pucynoxk 1. CpaBHUTENBHBIN aHATN3 MOAETICH CITyYaiHBIN JIec U TIy0OoKas HeHpOHHAs CETh 110
3¢ PEeKTUBHOCTH B 3aa4ax 0OHapYyKeHUs yrpos B ceTsax 6G
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Mogenp cCiay4dalHBIM JIEC II0Ka3ajla BBICOKYIO HHTEPIPETUPYEMOCTb, YCTOMYHMBOCTH K
JIO)KHOTIOJNIOKUTENFHBIM ~ Cpa0aThIBaHUSIM U CTAaOWJIBHOCTh  pE3yJIbTaTOB IPU  yMEPEHHOU
BBIUMCIINTENIFHOW Harpy3ke. brarogaps BO3MOXXHOCTH BH3YaJIbHOTO IPEJCTAaBICHHS JIepeBa
pelIeHN ¥ aHajdu3a BaXKHOCTU MPHU3HAKOB, JAHHBIN AJITOPUTM SBISETCS MPEINOYTUTEIBHBIM IS
3ajad, r1e Tpedyercst 0OBICHUMOCTD PE3YJIBTaTOB U MIPO3PAYHOCTh IPUHATHUS PEILICHH, B TOM YUCIIe
B PEIIAMEHTHPOBAHHBIX Cpelax WIM TpU HEOOXOAMMOCTH OIEPAaTUBHOW OTYETHOCTU Tepen
aynuropamu. Kpome Toro, HeBbICOKHE TpeOOBaHHS K pecypcaM IMO3BOJSIOT BHEIPSITh MOAEIbh Ha
IPAaHUYHBIX BBIYUCIUTENBHBIX Y3JIaX C OTPaHMYEHHOM MPOU3BOIUTENHHOCTHIO [5].

I'myGokas HeWpoHHasl CeTb, HANPOTUB, MPOIEMOHCTPUpOBaIa 0ojiee BBICOKYIO TOYHOCTH B
OOHApYXECHUU CIIOKHBIX W HESIBHBIX AaHOMAlUi, a TaKkKe CHOCOOHOCTHh aJalTHPOBaThCA K
M3MEHSIOIMMCST TIaTTepHaM ceTeBoro tpaduka. OgHako e€ NMPUMEHEHHE CONPSIKEHO C PAIOoM
OTpaHUYEHUI: 3HAYUTENBHOE BpeMsl OTKJIMKAa TpU HH(EpeHce, BBICOKAas YYyBCTBUTEIBHOCTh K
HACTpOWKE THUIepnapaMeTpoB U 3aTpyJHEHHAs MHTEpPIpeTans BHYTPEHHUX MPEICTaBICHUN
MozIeNT. DTH (PAaKTOPBI MOTYT OCJIOKHATH MHTETPALIMIO B CUCTEMBI PEabHOTO BPEMEHHU U TPeOyIoT
JOTIOJTHUTEIBHOTO 00eCIeYeHNsl yCTOWYMBOCTH K 1I€JIEBBIM aTakaM Ha caMy MOJEJIb.

Takum 06pazom, BEIOOp anropuTMa IJIsl aHaJIu3a yrpo3 B ceTsx 6G T0MKEH OCyIIECTBIISATHCS C
yu4€TOM KOHKPETHBIX YCJIOBUH OKCIUTyaTallMd: KPUTUYHOCTH K 3a7epiKKaM, JOCTYITHOCTHU
BBIUMCIIUTENILHBIX PECYpPCOB, MOTPEOHOCTH B OOBSICHUMOCTH U THIE 0oOpalarbiBaeMbIX yrpo3. B
OT/AETBbHBIX CICHAPHSIX MOXKET OBbITh ONpaBIAaHO WCIOJb30BAaHHE T'HOPUIHBIX IOJXOAOB,
O00BEAMHSAIONINX PEUMYIIIECTBA 00CHX MOJIEIICH.

ConocrapiieHHe MojeJieii MAIIMHHOTO 00y4YeHHUs ¢ TUIIAMH YIPo3 B ceTsx 6G

PazHooOpasue yrpo3, ¢ KOTOPBIMH CTaJKHUBAIOTCSA CETH IIECTOTO IIOKOJICHHs, TpelyeT
CHCTEMHOTO TIO/XOJa K BBIOOPY AHAJIMTHUECKUX HMHCTPYMEHTOB. YUHWTBIBAs pPACHpPEACIEHHYIO
npupoay UHGPacTpyKTypsl 6G, BHICOKYIO TUHAMUYHOCTH Tpa(uKa U OTCYTCTBHE JKECTKUX TPAHMUIL
MEXy TO/ICETSIMH, KJIIACCUUECKHUE YHUBEPCAIbHBIE CPE/ICTBA PEarupoBaHus TEPSIOT 3(ppeKTHBHOCTD
[6]. B Takoii cpeme MMEHHO BBIOOP CIEIHATU3UPOBAHHON MOJENIM MAIIMHHOTO OOydYeHus,
OPUEHTUPOBAHHON HA KOHKPETHYIO KaT€rOpHI0 YIpO3, MOXKET CYIIECTBEHHO IOBBICUTH TOYHOCTH
OOHapyXEHHUs, COKPATUTbh 3aJICPKKY PEarupoBaHUs U CHU3UTh YPOBEHbB JIOXKHBIX CpadaThIBaHUI.

Kaxnplii TUN araku XapakTepusyeTcs OINpenel€éHHbIM HaOOpOM MPU3HAKOB U BEKTOPOB
BO3/ICHCTBHS, YTO OOYCIIaBIMBAaET HEOOXOAUMOCTh AU (HEepeHIUPOBAaHHOTO MOAXona K 00paboTke
CEeTeBbIX JIaHHBIX. HekoTophle yrpo3sl, Takue Kak HHBEKIUS Tpaduka, TpeOyIoT IeTaIbHOTO aHATN3a
MOCIIEIOBATEIbHOCTEH IIaKeTOB, TOTZNA Kak JUIs arak Ha MOJEIM OOHAapY)KEHUS - BaXKHBI
MOBEJICHYECKUE HIA0IIOHBI U CIOKHBIE OTKJIOHEHUS OT HOPMaJbHOTO (yHKIMOHUpoBaHHuA. Kpome
TOTO, 1EJIeCOO0Pa3HOCTh TNPHUMEHEHUS KOHKPETHOTO alrOpuTMa 3aBUCHUT OT (DaKTOpPOB
BBIUMCIIUTENIFHOW HArpy3Kd, WHTEPIPETUPYEMOCTH pPe3yJbTaTa, YCTOWYMBOCTH K 3alTyMJIEHHBIM
JAHHBIM U CTIOCOOHOCTH aJIallTUPOBAThCS K HOBBIM CLIEHApUsM artak [7].

Tabnuma 1 comepHUT pacIIMpPEHHOE COMOCTABIEHUE MEXKIY TUIAMH YIpO3, UX OIHCAHUEM,
COOTBETCTBYIOIIMMH METOJJAMHM MAIIMHHOTO OOy4YeHMs, 3aJa4aMHd, KOTOpPbIE OHHU pEeIaloT, U
NPEUMYIIECTBAMHU IPU MX HCIIONB30BAHNU B cUCTeMax Oe3zomacHocTu 6G.

Tabmuna 1
PacimpenHoe conocraBlieHHe Yrpo3 U METOIOB MAIIMHHOTO 00y4deHus B ceTsax 6G
Tun yrpossi Xapaxkrepuctuka | Ilpumensiembril Hean [IpenmymecTBa
YIpo3bl metox MO NpPUMEHEHUS MOAX0/A
Nnbexnus N3menenune nmm | Cryyaiinelii nec | BersiBnenue Bricokast To4HOCTH U
Tpaduka BCTaBKa IAKETOB B aHOMaJINH Ha | MHTEPIPETUPYEMOCTD
MOTOK C  LEJbI0 YpOBHE NAaKETOB M | MpH YMEPEHHBIX
HapylIeHUsl JIOTUKU ceccui 3aTpaTax pecypcoB
nepegadu
CkanupoBaHue | AKTHUBHBII cbop | Meron onopueix | OOHapyKeHne Xopomuio paboTaeT mpu
nopra uHpOpMaIH 00 | BEKTOpOB MTOBTOPSIIOIIMXCS U | MaJIOM 00béMe
OTKPBITBIX NMOPTaxX U CHUCTEMaTHYECKUX | JaHHBIX W BBICOKOU
CEepBHCAxX CKaHUPOBaHUM JIMHEMHOCTH
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Tun yrpossi Xapakrepuctuka | Ilpumensiembril Hean [IpenmymecTBa
YIpo3bl metox MO NPUMEHEHUS MOAX0/a
[Nonnenka danbcupukanys I'myGokas Knaccudpukanus I'my6okoe
YIPaBISAIOMINX CUTHAJIOB HEHUpOHHAsI CeTh | OTKJIOHEHUH B | IpECTaBIICHUE
CUTHAJIOB yIpaBiIeHUA 10 nepegayde CJIO’KHBIX
MaHHITYTUPOBAHUS YIPaBIISIOMINX 3aBUCHUMOCTEN u
MOBEICHUEM KOMaH[ MaTTEpHOB
KOMIIOHEHTOB CETH
Artaka tuna | [leperpy3ka y3moB | ['pagvieHTHBIN BricTpoe BricTpas cxomumocTh
«OTKa3 B | WM KaHAJIOB CBS3U | OyCTHHT pearupoBaHue Ha | U ajanTtanus K
OOCITYKUBaHUW» | C LEIbIO HAPYIICHHS HECTaOMJIBHOCTh M | U3MEHEHUIO Tpaduka
UX TOCTYIHOCTH BBICOKHE Harpy3Ku
Buenpenune Nmuranus Knactepuzanus | Onpenenenue He Tpebyer pasmerku
BpPEIOHOCHOTO JIETUTUMHBIX (0e3 yuurens) HETUIHYHBIX JaHHBIX, paboTaer ¢
y371a YCTPOWCTB C LIETBIO YCTpPOWCTB U | HOBBIMHM aHOMAJIUSIMHU
BHEJPEHUS B MOBE/ICHUS B CETU
JIOBEPEHHBIE 30HBI
Artaka Ha | Biusnue Ha | ABTOsHKOzAep + | 3ammra oT aTak Ha | BeIABISET  CKpBITHIE
MOJIENH 00y4aromyio ¢bunpTpanys AJITOPUTMBI MaHHITYJISIH u
MAIIMHHOTO BEIOOPKY WIH | aHOMaJui OOHapyXeHUS | | aJanTHBHBIE OOXOZIBI
o0y4eHus BXOJIHBIE JaHHBIE C KJaccupuKauu Mozenen
LIENBIO MOJIpbIBa
HaJIEKHOCTHU
MOJIEH
Pe3ynbpraTel aHanu3a MOKa3bIBAIOT, YTO YHHUBEPCAJIBHOIO PELICHHS HE CYLIECTBYET: Ka)Kaas

KaTeropusi yrpo3 TpeOyeT CBOEro IMOAXOJa M MOJENH, CIOCOOHON YYHUTHIBATH CHEHH(PUKY
Bo3zeicTBus. Cuctemsl OezomacHoCTH 6G TOMKHBI OBITh THOKUMH, MOAYJIBHBIMU M ONUPATHCS HA
aHcaMONlM aJTOPUTMOB, WHTETPUPOBAHHBIX B EIMHYI0 AHAIUTHUYECKYIO IIAT(OpMY, CIIOCOOHYIO
a/lanTHPOBATHCS K MEHSIOMIEHCS 00CTaHOBKE U 3BOJIIOLIMHU aTAKyIOIIUX CTPAaTEeTHil.

ApXHUTEKTYpHbIe OCOOEHHOCTH HWHTErpaluy MoJejdeid MAIIMHHOIO OO0y4YeHUsi B
HHppacTpPyKTYypYy 6G

WuTerpanust METo0B MAalIMHHOTO O0y4YeHHsI B MH(QPACTPYKTYPY CETel IMIECTOrO MOKOJICHHS
TpeOyeT yuéra crenupuueckux OCOOCHHOCTEH apXUTEKTyphl 6G, BKIIOYas BBICOKYIO IUIOTHOCTD
pacrpenei€éHHBIX  y3JI0B, JWHAMHUYECKYI0 MAapUIPYTU3alUI0 W MOJJIEPKKY BBIUMCICHUH Ha
nepugepun [8]. B oTnuune oT HEeHTpaIu30BaHHBIX PEIICHUH, MPUMEHIEMBIX B CETAX MPEIbITyINX
MOKOJICHUH, apXuTekTypa 6G mpeanosaraeT TECHYIO HHTETPALUIO CPEACTB aHajau3a BOIW3U
UCTOYHUKA  JAHHBIX. OJTO  oOyclaBiaMBaeT  HEOOXOAUMOCTh  pa3paboTKu  JETKUX,
pecypcodPPeKTUBHBIX MoOJeNel, CHOCOOHBIX (YHKIIMOHUPOBATH B YCIOBHUAX OTPAaHUYCHHOM
MPOIYCKHOM CIOCOOHOCTH U SHEPTOEMKOCTH.

OnHUM W3 KIIIOUEBBIX HANPABICHUH SBISETCS WCIOJNb30BaHHE TMOPUIHBIX apXHUTEKTyp, B
KOTOPBIX Mpe/iBapuTeNIbHast 00paboTKa 1 mepBUYHAs (PUIBTPALIUS YTPO3 OCYIIECTBISIOTCS HAa YPOBHE
IPaHUYHBIX YCTPOUCTB, a NIyOOKH aHaIN3 - B 00Ia4HOM MM KOOPAUHUPYIOIIEH YacT ceTH. Takon
noaxoja o0ecreynBaeT OalaHC MEXIy CKOPOCTBIO pearnpoBaHUs W IIyOMHON aHanu3a, MO3BOJISS
3¢ (dEeKTUBHO pacHpeeNiaTh Pecypchl B 3aBHCUMOCTH OT TeKylel Harpy3ku [9]. JlomomHuTETHHO
UCTIONB3yeTCs Toaxoy (pemepaTuBHOrO 0Oy4YeHUs, MO3BOJSIOMUN 00ydaTh MOJETH Ha JIOKAIBHBIX
JaHHBIX 0e3 X MepeAavyd B IEHTPAJIbHBINA Y3€J, YTO MOBBIIIACT KOH(MUACHIIUAIBHOCTD U CHUXKAET
CETEBBIE U3JEPIKKH.

He menee BaxkHOU 3amadeil siBisieTcss 0OecleUeHHE YCTOWYMBOCTH MOJENEH K TUHAMUKE
TOTIOJIOTUM CETH M W3MEHSIOMMMCS XapaKTepUCTUKaM Tpaduka. JIs 3TOro mNpUMEHSIOTCS
aJlanTHBHbIE MEXaHU3MBI, BKIIIOUAIOIINE OHJIAIH-OOHOBJICHHE BECOB MOJENEH, HCIOIb30BaHNE
OydepoB KpaTKOCPOUHOI AMSITH U TIEPEKIIOYCHUE MEXKTY PEKIUMaMU 00pabOTKU B 3aBUCIMOCTH OT
KOHTEKCTa. Takue Mepbl MO3BOJIAIOT MOJENSIM COXPAHATh PEIIEBAaHTHOCTh B YCJIOBUAX Jpeiida
JTAHHBIX ¥ MMOCTOSTHHOTO MOSIBJICHUS HOBBIX TUIIOB B3aMMOJICHCTBHIA.
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Taxoke BaKHO YUMTBIBATh ACIIEKTHI B3aUMOJECHCTBUS MEXy OTACIbHBIMY MHTEIUIEKTYaJIbHBIMU
areHTaMM B MYJBTUAOMEHHBIX ceTsx 6G. B pamkax pacnpenenéHHBIX CHCTEM OOeCIeYeHHUs
0€30MacCHOCTH  OCYUIECTBISICTCS KOOPAMHALUS MEXAY JIOKAIBHBIMU JIETEKTOpaMH, OOMEH
MeTanH(opMaIen o0 BBIIBICHHBIX MHIIUICHTaX U COIIACOBAHME peaKLnil Ha yrpo3bl. B 3Toii cBsizn
aKTyaJIbHO TIPUMEHEHUE MEXaHM3MOB KOJUIEKTUBHOTO OOYYEHHS U KOHCEHCYCa, 00eCIeUMBAOLINX
CXOIMMOCTD aHAJIN3a JAaXKe MPHU HATWYNH ACHHXPOHHOCTH U YaCTUYHOM NMOTEpU MHPOPMAIUH.

Hakonern, BaXHBIM HaIlpaBJICHHEM SIBJISIETCS OOECIeueHHEe COBMECTUMOCTH BHEAPSEMBIX
CHCTEM C HOPMATHBHBIMM TpEeOOBAHUSAMH M CTaHAAPTAMU OyAyIIMX TEJICKOMMYHHKAIIMOHHBIX
cucreM. Peanuszanms ruOKUX MOMUTHK IOCTYMa, JOTMPOBAHUS M ay[UTa, a TAKXKE MHTETpamus C
waTpopMaMu JTOBEPEHHOTO HCIIONHEHHUS M 3alMIIEHHOM OOpabOOTKM CTAaHOBATCS KPUTHUYECKU
BaYXHBIMHU YCIIOBUSAMMU 7151 yclenHoro npuMeHenus MO B 3aadqax aHaiu3a yrpo3 B ceTsx 6G.

MeTtpuku oneHKH 3PPeKTHBHOCTH MoJe/IeH NP 00Hapy:KeHUH Yrpo3 B ceTax 6G

Br16op 1 BHEpeHUE MOzIeTIe MATMHHOTO 00yYeHUs 15t 00ecreueH sl CeTeBOM 0€30MacHOCTH
HEBO3MOKHBI 0€3 00BEKTUBHOM OLIEHKU UX 3P PeKTuBHOCTH. B KoHTeKCcTe 6G, TJie BHICOKA Harpy3ka
Ha KaHaJIbl CBSI3U M KPUTUYHO 3HAYEHHE BPEMEHM PEAKLIMHU, UCIOIb30BAHUE CTAHAAPTHBIX METPUK
JIOJDKHO JIOTIOJIHATHCS XapaKTePUCTUKAMU, OTPAKAIOUIMMHU CIIEUU(PUKY pacIpeenEHHbIX CUCTEM U
BapUaTHBHOCTH aTaKyIoOIIKX Bo3aeiicTBuid. Kpome Toro, He00X0AMMO YUUTHIBATh HE TOIBKO TOUHOCTD
KJaccu(UKai, HO U CHOCOOHOCTh MOJENM BBISBIATH PEIKHE W HOBBIC THIBI YIpo3, a TaKxke
YCTOMYUBOCTD K 3alIyMJIEHHBIM UM UCKAXEHHBIM JTaHHBIM.

Krnaccudeckue METpUKH, TaKhe KaKk TOYHOCTH (accuracy), monHora (recall), cnenuduanocts
(specificity) u F-mepa, mo-mpexHeMy OCTalOTCS OCHOBOW JJIsi OIEHKM KadecTBa OWMHAPHOW WU
MHOTOKJIaccoBoi knaccupukamuu. OqHako B ycinoBusx cereid 6G ocoboe 3HaueHHe mprodpeTaer
BpeMsl OTKJIMKA MOJENIH, U3MEPSEMOE KaK CpEeOHss 3alepikKa MEXIy IMOCTYIUIEHHMEM JaHHBIX U
BbIIAYE pe3ysbTara. JTa XapaKTepUCTHKAa ONpEAeNseT INPUMEHUMOCTh MOJEIHM B CHUCTEMAX
peaibHOTO BpEMEHH M HAIPsIMYIO BIUSET HA CIIOCOOHOCTH MPEJOTBPALIATh PACIIPOCTPAHEHUE aTaKH.

JIpyriuM BasKHBIM MapaMEeTPOM SIBJISETCS yCTOWYMBOCTh MOJIENTH K KOHIICTITYaIbHOMY Apeiidy,
TO €CThb CIIOCOOHOCTh aJaNTHPOBAaThCSI K H3MEHEHHUSM B IIOBEICHUM IIOJb30BaTesei, HOBBIX
IIPOTOKOJIAX MM M3MEHSIOLIMXCS CXeMaX B3aUMOJAEHCTBUA. B 3TOM KOHTEKCTE M3MeEpSIOTCA
II0Ka3aTeNn Jerpajaliii MPOU3BOAUTEILHOCTH C TEYEHUEM BPEMEHHU U CKOPOCTh BOCCTAHOBIICHHUS
nocine OOHOBIEHHS Mozenu. JIONMOJTHUTENBHO OLIEHUBACTCS HMHTEPIPETUPYEMOCTh PEIICHHH,
0COOEHHO B Cllyyae MCIOJb30BaHUS TIIyOMHHBIX HeipocereBbiXx cTpyktyp [10]. s stux neneit
npumensitorcst Mmetonsl SHAP, LIME u Buzyanuzanuus 3Ha4MMOCTH IPU3HAKOB.

Takke Ba)KHO YYHUTBIBaTh SHEPreTUYECKYI0 3((EKTUBHOCTh M BBIYMCIUTEIBHYIO HArpy3Ky
mozenu. [lockonbky B 6G-1uiatgopmax BCE yalie HCTIoNb3yI0TCs epu(epuitHbie y3IIbl U yCTPOHCTBa
C OrpaHMYEHHBIMH peCcypcamMH, KPUTHYHO CHIDKaTh 3HepromorpeliieHne npu HHpepeHce u
yMEHbIIATh oTpebnenne mamstu. Takue nmokaszarenu, kak FLOPS (uucnio oneparuii ¢ miaBaromniei
Toukoii) u motpedienne O3Y, CTAaHOBATCS YaCThIO KOMIUIEKCHON OIEHKH MPUMEHUMOCTH MOEIH B
pacpenenéHHon cpene.

KoMmnnekcHbIN MOAXOJ K OLIEHKE, BKIIOUAIOLIUI COYETAaHUE TEXHUYECKUX, MOBEACHUECKUX U
HKCIUTyaTallMOHHBIX METPHUK, IO3BOJISIET OoJiee TOYHO BHIOMpPATh M aJalTHPOBATH AITOPUTMBI O]
KOHKpETHbIE 3aJjadl OOHAapyXeHHs Yrpo3. IDTO OCOOCHHO BaKHO B MHOTOYPOBHEBBIX CHCTEMax
oe3omacHoctu 6G, 1€ dPPEKTUBHOCTH JODKHA OOECIEUMBATHCS HE TONBKO 33 CYET BBICOKOH
TOYHOCTH, HO M 3a CY4€T CHOCOOHOCTH Monenu (PyHKIIMOHHPOBATH B YCIOBHAX OTPAaHUYEHUH,
HEOIPEIEIEHHOCTU U aTaKyOLIUX BO3ICUCTBUM.

3akiouenune

Pa3BuTne ceTell IIECTOrO IOKOJIEHHS CONPOBOXKIAETCSI HE TOJIBKO TEXHOJOTUYECKUM
MIPOTPECCOM, HO M BO3PACTaHUEM CIOKHOCTH KHOEpyrpo3, 4To TpeOyeT mepecMoTpa MOIXOJ0B K
obecriedeHuio Oe3omacHoCTU. B maHHO# paboTe pacCMOTPEHBI KIIIOYEBHIE THIIBI aTak, XapaKTepHbIe
s cpensl 6G, 1 000CHOBaHa HEOOXOJMMOCTh MPUMEHEHHS MOJENIeH MAlIMHHOTO OOyuYeHHs Kak
OCHOBBI JJISl CO3/IaHUS aIalITUBHBIX, MACIITAOUPYEMBIX M HHTEIUIEKTYaJIbHBIX CUCTEM OOHAPYKEHUS
yrpo3. [IpoBeaéHHbIN aHAINU3 MOKa3all, YTO UCMOAb30BaHHEe MO MO3BOJISIET BBISBIATH CIOXKHBIE U
CKpBITBIC aHOMAJINH, aIalITUPOBATHCS K M3MEHSIOMMMCS [1a0JIoHaM TpaduKa, a TaKkke 00ecreynBarh
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oOHapyXeHHE aTak B peaJbHOM BpEMEHU. B cTaTbe HpeAcTaBiICHbI MOIXOIbl K COMOCTABICHUIO
MeTo10oB MO ¢ KOHKPETHBIMM THUIIAMH YTPO3, JaHbI PEKOMEHJALUHN MO apXUTEKType MHTETpaluu
aHATUTHYECKUX MOJENCH, a TakKe PacCCMOTPEHBbI KIIFOUeBble METPUKHU 3((EKTUBHOCTH, BKIIOYAs
TOYHOCTh, YCTOMYUBOCTh, HHTEPIIPETUPYEMOCTh U BEIUMCIUTENILHYIO HATPY3KY.

DddexruBHOE mpumeneHne MO B cetsax 6G TpeOyeT KOMIUIEKCHOTO MOX0/1a, BKIFOYAOIIETO
KOOPAMHAIIMIO BBIYMCICHUN MEXAY LIEHTPOM U mepudepueii, 3aluTy caMux MOJENeH OT LeNeBbIX
arak, oOecrieueHHe COBMECTHMMOCTH C HOPMAaTHBHBIMHM TpeOOBaHMAMHU U (HOpMHUpPOBaHHE THOKOU
cucTeMbl oOLeHKU. JlanpHeiue wuccienoBaHuss MOTYT OBITh COCPEIOTOYEHbI Ha pa3paboTke
3aIMIIEHHBIX APXUTEKTYp KOJUIGKTUBHOTO OOY4YeHMs, ONTHMHU3AIMHM HEPreTMYECKUX 3arpar U
CO3JJaHUU CTaHJAPTOB TECTHUPOBAHUS AJITOPUTMOB B YCIOBHUSAX CETEH HOBOTO IMOKOJICHUSI.
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AJIALITUBHOE KBAHTOBO-YCTOMYUBOE IIU®POBAHUE /1151
NHO®OPMALNOHHBIX CUCTEM HA OCHOBE HCKYCCTBEHHOI'O
HNHTEJUIEKTA

Hementbe H.B.
cneyuanucm, Boponesicckuil 20cyoapcmeenHulil yHugepcumem
(Bopomneoic, Poccus)

AHHOTAIHUA

B crarbe paccMmaTpuBaeTCs KOHILEIUS aJalTHBHOTO KBAaHTOBO-YCTOWYHMBOTO IIM(POBAHHS
(AKVYI), opHeHTHPOBAaHHOTO Ha 3AIIUTY JaHHBIX B WHTEIUIEKTYaJbHBIX HH(OPMALMOHHBIX
cucTeMax, IMOJBEPKEHHBIX yrpo3aM KBAHTOBBIX BBIYMCICHHUN. ONHCAHbI OCHOBHBIC MPHHLMUIIBI
peanuzaiun AKVYIL, ero pomp B pa3nuyHbIX cdepax NPUMEHEHUs, TAaKUX KaK aBTOHOMHBIC
TPAHCIIOPTHBIE CUCTEMBI, METUIMHCKHE TuargopMel U (uHaHCOBBIE ceTH. PaccmarpuBaercs
B3aMMOJICICTBHE KIIIOUEBBIX KOMIIOHEHTOB CHCTEMBI, TAaKMX KaK MOIYIH OLEHKH KOHTEKCTa,
npefcKa3aHus yrpos, BbIOOpa IM(pPOBaHMS, KPUNTOKOHTEHHEpa M MOAYAs OOpaTHOW CBS3H.
[TpuBomutcst aHanu3 >(PQPEKTUBHOCTH aJAaNTHBHOTO IM(POBAHUS B pEAJbHBIX CIEHAPUAX U
00CYXIAI0TCsI IEPCTIEKTUBBI PA3BUTHS TEXHOJIOTHA, BKIIOYasi MHTETPALMIO C METOJaMH MAIIMHHOTO
o0y4eHus] U TUOPUIAHBIMH BBIYUCIUTEIBFHBIMU apXUTEKTypaMu. B cTarhe Takke MoquepKUBAeTCs
3HAUMMOCTh aJIAlITUBHOTO MOAX0/1A I o0ecriedeHrs1 0€30IaCHOCTH IaHHBIX B YCIOBHUSX TIOCTOSIHHO
MEHSIOLIUXCS YTPO3.

KiroueBble cJjioBa: ajganTuBHOE KBAaHTOBO-YCTOHYMBOE IIM(pPOBAaHUE, MOCTKBAHTOBAS
KpUnTorpadus, HHTEIUIEKTyaJbHbIe HH()OPMAITMOHHBIE CHCTEMBbI, MAITMHHOE 00y4YeHUE, KBAHTOBBIC
BBIUMCIICHUS, 3alllUTa JaHHBIX, paclpeieiCHHbIe CUCTEMbl, (PMHAHCOBBIE CETH, MEIUIMHCKHE
1aT(OpMbl, aBTOHOMHBIE TPAHCTIOPTHBIE CHCTEMBI.

ADAPTIVE QUANTUM-RESISTANT ENCRYPTION FOR ARTIFICIAL
INTELLIGENCE-BASED INFORMATION SYSTEMS

Dementyev N.V.
specialist degree, Voronezh state university (Voronezh, Russia)

Abstract

This article discusses the concept of adaptive quantum-resistant encryption (AQRE), designed
to protect data in intelligent information systems vulnerable to quantum computing threats. The main
principles of implementing AQRE are described, along with its role in various application fields such
as autonomous transportation systems, medical platforms, and financial networks. The interaction of
key system components, such as the context evaluation, threat prediction, encryption selection
modules, cryptographic container, and feedback module, is also explored. The article analyzes the
effectiveness of adaptive encryption in real-world scenarios and discusses the future development of
technologies, including integration with machine learning methods and hybrid computational
architectures. The importance of an adaptive approach for ensuring data security in the face of
constantly evolving threats is emphasized.

Keywords: adaptive quantum-resistant encryption, post-quantum cryptography, intelligent

information systems, machine learning, quantum computing, data security, distributed systems,
financial networks, medical platforms, autonomous transportation systems.
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Beenenue

B ycnoBusix CTPEMMTEIBHOIO PAa3BUTUSl KBAHTOBBIX BBIYMCIEHUN TpaJWLMOHHbBIE
KpUNTOTpapuuecKue METOIBI TOIBEPTAIOTCS PUCKY YTPAThl yCTOWYHMBOCTH. KBaHTOBbIE aITOPUTMBI,
takue Kak anroputMm Illopa, cmocoOHBI 3a MOJMHOMHAIBHOE BpPEMS B3JIAMBIBATH ILIMPOKO
UCTIOJb3YyEeMbIE CXEMBl ACMMMETPHYHOrO IIM(pPOBAaHUSA, OCHOBAHHBIE Ha (AKTOPH3ALMU WU
JorapuMHUUECKUX 3a/1a4ax. ITO CTAaBUT MOJ yrpo3y 0€30MacHOCTh HE TOJIBKO MOCYIapCTBEHHBIX U
KOPIIOPATUBHBIX MH(POPMALMOHHBIX CUCTEM, HO U apXUTEKTyp MCKyccTBeHHOro uHresuiekra (M),
ONEPUPYIOLINX YYBCTBUTENbHBIMU JaHHBIMH. CoOBpeMeHHbIE WH(POPMAIMOHHBIE CHCTEMBI,
dbyskmonupyomue Ha 6aze MU, TpeOyIoT BRICOKOAJaNTUBHBIX MEXaHU3MOB 3aIIUTHI, CIIOCOOHBIX
YUUTBIBATh IUHAMHKY YTPO3, & TAK)KE OCOOCHHOCTH caMO00yJaromuxcs anroputMoB. [Ipumenenne
CTaTUYHBIX CXEeM MIU(PPOBaHMUA B MOJOOHBIX cpenax BeAET K 3HAYUTEIbHBIM YSI3BUMOCTSAM IpU
Nepexoic Ha HOBbIC BBIYMCIUTENbHBIC MapagurMbl. B CBsA3M ¢ 3TUM HeoOXoauma pa3paboTka
QITOPUTMOB,  O0NAJAIONIMX  KBAHTOBOM  YCTOWYMBOCTBIO, CIIOCOOHBIX K  aJalTHUBHOMY
(YHKIMOHMPOBAHUIO B CpeJax C IEPEeMEHHOH apXWUTEKTypod W 3arpy3koi. Llemp Hacrosiero
UCCIIeIOBAaHMUs - pa3pabOTKa KOHIENIUH aJalTUBHOTO KBAHTOBO-YCTOWYHMBOIO IIU(PPOBAHHMS,
NpeJHa3HAYCHHOTO Ui [MPUMEHEHHs B HWHTEIUICEKTyaJbHBIX HWH(QOPMALMOHHBIX CHCTEMAaX.
[Ipennonaraercs WHTErpalus MEXaHW3MOB IIOCTKBAaHTOBOM Kpunrorpadguu ¢ 3eMEHTaMu
MAIIMHHOTO OOydYeHHUs A JMHAMUYECKOH ajanTaluy MapaMeTpoB IMK(POBaHUS B peaTbHOM
BpPEMEHH.

OcHoBHas 4yacTh

PazBuTue KBAaHTOBBIX BBIYMCICHUH KOPEHHBIM 00pa3oM MEHsET MapagurMy oOecreyeHHs
uHpopMarmoHHoit  OezomacHoctn. Hambonee  ysa3BUMBIMH ~ OKa3bIBAIOTCS  KJIACCHUYECKHE
KpUNTOrpauyecKkue CXembl, OCHOBaHHBbIE Ha (PAaKTOPHU3ALMU U JAUCKPETHBIX JOrapudmax, ubs
CTOMKOCTb TEPSET aKTyaJIbHOCTh B YCJIOBHAX IOSIBIIEHUSI KBAHTOBBIX aJIFOPUTMOB, Takux Kak [llopa
u I'poBepa. Yrposza CTaHOBUTCS OCOOCHHO 3HAUMMOW JJISi MHTEIUICKTYaJbHBIX WH(OPMAIMOHHBIX
CHCTEM, HCIIONB3YIOIMX CaMOHACTPAUBAIOIIMECS MOJEIU U 00palaThIBalOIIUX KPUTHUYECKHE
JaHHBIE B pEXKUME peabHOro BpeMeHH. Takue cucTeMbl Hy)KIal0Tcsl B (G POBAHUH, CTIOCOOHOM HE
TOJIBKO OOECIeYnBaTh BBICOKHH YpOBEHb CTOWKOCTH, HO M aJaNTHPOBAThCS K H3MEHSIOUIUMCS
YCIJIOBUSIM 3KCILTyaTallly - BKJIIOYasl TUI JAHHBIX, KOHTEKCT UCIOIb30BaHMsI, HAIPY3Ky Ha CUCTEMY U
xapakrep yrpos. IToctkBantoBas kpunrtorpadus (PQC), pazBuaromiascs B paMKax HHHUIIMATHBBI
NIST no cranmapTU3aiK yCTOHUMBBIX aITOPUTMOB, IPEIOCTABISAET MaTeMaTHUECK 000CHOBAaHHbBIE
peleHusl, CTOHKUE K KBaHTOBOMY B3nioMy. OniHako 6onbmmHCTBO cxeM PQC ocTaroTcs CTaTHYHBIMH
10 CBOEH IPUPOJIE: OHU MPEANONararoT (PMKCUPOBAHHBIC TTApAMETPhI, HE YUYUTHIBAIOIIUE CIICITUPHUKY
NH-cpen. Hanpotus, ajanTHBHOE KBAaHTOBO-YCTOHYMBOE HIM(POBAHUE TMpENIoaracT BHEAPEHUE
MEXaHM3MOB CAMOHACTPOUKH KPUIITOrpaUUIEeCKHX MPOTOKOJIOB B 3aBUCUMOCTH OT KOHTEKCTa. JTO
MOXET BKJIIOYAaTh JWHAMHMYECKOE TMEPEKIIOUEHHE MEXKIy aIrOpuTMaMH, MaclTaOupoBaHUE
napaMeTpOB B OTBET HAa U3MEHEHHE YIPO3, @ TAKXKEe UHTETPAIII0 METOI0B MAIIIMHHOTO O0yUYeHUs 1151
MIPOTHO3UPOBAHMUS aTAKYIOIIUX BO3ACHCTBUI U ONTUMHU3AIMY KOH(MUTYpALUH 3auThl [1].

Hwxe npencrasieH ¢pparMeHT KoAa Ha si3bIke python, peanu3yromuii KOHIENIHUIO aJalTHBHOTO
BbIOOpa anroputma PQC B 3aBUCHMMOCTH OT THMA JaHHBIX M YPOBHS YTPO3bI, ONPENEIIeMOro
NpeIBAPUTEIHLHO OOYYEHHOW MOJENbI0. APXUTEKTypa MOCTPOEHA C pacuéToM Ha BCTpauWBaHHE B
pactpenenénnyro Ul-cpeny ¢ fuHaMUYeCKUM U3MEHEHHUEM YCIIOBUM:

class AdaptiveEncryptor:
def init (self, threat model):
self.threat_model = threat model # ML-mozens oueHkn yrpo3s

def select scheme(self, data type, context features):
risk score = self.threat model.predict(context features)

if data_type == "stream" and risk_score < 0.4:
return self.use NTRU()
elif data_type == "archive" or risk_score >=0.7:
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return self.use_Kyber()
else:
return self.use_ SABER()

defuse NTRU(self):
print("Hcmons3yercs cxema NTRU-HRSS")
# 3arpy3ka 1 BbI30B peann3aluii mu(poBaHUs
return "NTRU"

defuse Kyber(self):
print("HMcmons3yercs cxema Kyber-1024")
return "Kyber"

defuse SABER(self):
print("Hcmons3yercs cxema SABER")
return "SABER"

# Ilpumep ucoab30BaHUA

# Ilpenmonoxxum, MOJENb BO3BpallaeT YPOBEHb Yrpo3bl Ha OcHOBe KoHTekcta (0 - Hu3kuH, 1 -
KPUTHYECKUN)

mock threat model = lambda features: 0.65 # [loacraBHas MOJENb JJIsT AEMOHCTPAITHH

encryptor = AdaptiveEncryptor(threat_model=mock threat model)
chosen_scheme = encryptor.select scheme(data type="archive", context features={"region": "cloud",
"load": "high"})

[IpencraBiaeHHbIM MOAXO MO3BOISIET 00ECIEUUTh HE TOJIBKO TMOKOCTh KPHUIITOrpaduiecKoi
3aIIUThI, HO M €€ COOTBETCTBUE TEKYIIIEMY YPOBHIO YTPO3bl M TUITY JTAaHHBIX, 0OpabarsiBaeMbix M-
cucreMoid. Killo4eBbIM TNMPEeNMyIEeCTBOM TaKOM apXUTEKTYphl SBISIETCS CHUKCHHUE BEPOATHOCTHU
M30BITOYHBIX BBIYMCIMTEIBHBIX 3aTpaT B CHUTYalUsX C TOHIKEHHOH yrpo30il MpH COXpaHEHHUU
IIOJIHOM CTOMKOCTH B KPUTHUUECKUX YCIOBUSX.

O¢¢dextuBHOE  BHEApEHHE  aJaNTHBHOTO  KBAaHTOBO-yCTOWYHMBOTO  IHM(poBaHUS B
MHTEJUIEKTYya IbHble MH()OPMAIIMOHHBIE CUCTEMBI TPEOYET YETKO CTPYKTYPHPOBAHHONW apXUTEKTYPHI,
o0ecreynBaroNIeil MOCTOSHHBIA OOMEH JaHHBIMH MEXAy MOIYJISAMHU aHaju3a, MU(POBaHUS U
NPUHATHS pelIeHUH. ApXMTEKTypa IOJDKHA YYWTHIBAaTh CHENM(UKY paclpenenéHHBIX Cpel, B
kotopbix MW-monynn u kpunrorpaduyeckue KOMIIOHEHThI MOTYT HAXOAMTHCS Ha pas3HBIX y3Jax
BBIUMCIIUTENILHON CETH, B TOM YMCJIE B OOJIaKke WM Ha mepu(epuitHbIX ycrpoiicTBax. KitoueBsiMu
SIIEMEHTAMU JIaHHOW apXHUTEKTYPHl BBICTYMAIOT: MOIyNb OLIEHKH KOHTEKCTA - OCYIIECTBISIET COOp
TEJIEMEeTpPUH, BKIIIOYAsh XapaKTEPUCTHKU Tpaduka, Harpy3Ky Ha CHUCTEMY, THUIl 0OpabaThIBacMbIX
JAHHBIX, U PE3yJbTaThl aHaIM3a yrpo3. Monyib Mpencka3aHusi yrpo3 - Ha OCHOBE MAIIMHHOTO
o0yueHust (opMHUpPYyeT MPOTHO3 YPOBHS Yrpo3bl, BKIIOYAsi BEPOSTHOCTH IleJICHANPABICHHBIX aTak,
nepebopa WM TOMBITOK BHEAPEHHs 3J0BPEIHBIX MakeToB. Moaynb BbIOOpa MMUGPOBaHUSA -
aJlanTHBHO BHIOMPAET U aKTUBHPYET OJHY U3 3apaHee onpenenéHubix cxeM PQC B 3aBUCMMOCTH OT
BXOJHBIX TapaMeTpOB, MHUHUMH3UpYs 3arparhl Ha MMU(PPOBAHME M OIHOBPEMEHHO COOIIOas
HEOOXOIUMBIA ypOBeHb Oe30macHOCTH. KpUIITOKOHTEiHEp - BBHINONHSAET MH(pPOBaHUE U
AemugpoBaHie B COOTBETCTBUH C BEIOPAHHOM CXeMOH, oOecreunBaeT Ky pHaJIMPOBAHUE OTepaui
U 3alUTy Kioued. Momynb oOpaTHOM CBSI3W - BO3BpamiaeT B LUK 0OydeHHs HH(OpMAIMIO O
pe3ynbTarax paboThl BBIOPAHHOTO aNrOpUTMA, YTO TO3BOJIAET KOPPEKTUPOBATH MOJEIU yIpo3 H
a/lanTHPOBATh MMOBEJICHHE CUCTEMBI B JOJITOCPOUHON NEPCIEKTHBE.

OTa apXuUTEKTypa 00eCreurnBaeT He TOJBKO THOKOCTh U aJalTUBHOCTh, HO U CIIOCOOHOCTH K
caMOOOYYEHHIO M ONTHUMH3AIUK Ha OCHOBE HAKOIJICHHBIX NaHHBIX. Ba)KHBIM acIEeKTOM SIBISETCS
CMOCOOHOCTh CHUCTEMBI K JMHAMUYECKOMY pEarvupoBaHHIO Ha M3MEHEHHUS B Yrpo3ax M YCIOBHSX
sKcrtyatanuu. Kakaplii Moayiab B3aUMOJAEHCTBYET C JAPYTMMH 4Yepe3 4YeTKO OIpe/eéHHBIe
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UHTEpQEIChI, YTO MO3BOJSAET MONACP)KUBATh YCTOMYUBOCTh CHCTEMBI AK€ B YCIOBHAX COOS WK
BO3HHKHOBEHUS HOBBIX YTPO3.

Cucrtema aganTUBHOTO KBAHTOBO-YCTOHYMBOTO IM(POBAHUS JA0JKHA ObITh HHTEIPHUPOBAHA C
CYIIECTBYIOIIUMH MEXaHU3MaMH 3aIlUThl JAHHBIX, TAKUMH KaK CPEICTBA OOHAPYKEHUSI BTOPKEHUN
(IDS), a Takxe ¢ MPOTOKOJIAMH 3aAIIHUTHI B CETSIX MepeAayr JAHHBIX, 4TO 00€CIeYnBaeT KOMILICKCHYIO
3alIMTy Ha BCEX YPOBHAX apxUTeKTypsl [2]. Hampumep, momynb BbiOOpa mUGpPOBaHUS MOXKET
MCTIONIBb30BaTh Pe3yNbTarhl paboThl cucteMsl IDS miist yrounenus BeiOopa mugpa B 3aBUCUMOCTH OT
TEKyIero ypoBHA yrpo3. Kpome Toro, apxuTekrypa [IOJDKHA YYMTBHIBaTh TpPeOOBaHUS K
MIPOU3BOJUTEIBHOCTH. MOIYllb OOpaTHOM CBSI3M WUIPACT BaXKHYIO POJIb B ONTUMHU3AIMH PAaOOTHI
cucreMbl. Ha ocHoBe wuH(pOpManuu O MPOU3BOIUTEIBLHOCTH AJITOPUTMOB MIM(PPOBAHUSA U HX
NPUMEHUMOCTH B Pa3HBIX CIIEHAPUAX, CUCTEMa MOXET aJaNTHPOBATh IMapaMeTpsl IS YIydlIeHUs
ckopocTu 00paboTku 6e3 yiepOa A 6e30MacHOCTH. ITO 0COOCHHO BaXKHO B PEAIBHBIX CIIEHAPHSIX
UCTIOJIb30BaHMs, TaKUX Kak OECHHJIOTHBIE TPAHCIIOPTHBIC CPEICTBA WJIM aBTOMATH3HPOBAHHBIC
MEIUIIMHCKHE CHCTEMBI, TA€ 33aJepKKa B 00OpaOOTKE JaHHBIX MOXET MPUBECTH K KPUTHUECKUM
MOCIIEICTBUSM.

TexHOMOTMH MAITMHHOTO O0yUEHUsI, HHTETPUPYEMBIE B CHCTEMY, MOTYT TAaK)KE UCTIOJIb30BaThCs
ISl TIPE/ICKa3aHus TIOSIBIICHUS! HOBBIX THUIIOB aTak, YTO JAa&T BOBMOXKHOCTh 3apaHee MOArOTOBUTHCS K
UX BO3MOXKHOMY BO3HHMKHOBEHHMIO. Hampumep, HCIONb30BaHUE aNTOPUTMOB, CIOCOOHBIX
UACHTU(UIMPOBATh aHOMAJIbHBIE NMATTEPHBI B TpaduKe W NEHCTBUSAX MOJIb30BaTENEH, momoraer
MUHHMH3UPOBATh PUCKH, CBA3aHHBIE C HEW3BECTHBIMH MWJIHM paHee HE MPEIyCMOTPEHHBIMU
YA3BUMOCTSIMH. TakuMm 00pa3oM, yCIeIIHas peanu3alus aJanTHBHOTO KBaHTOBO-YCTOHYHMBOTO
M (poBaHUsS B MHTEIUIEKTYAIbHBIX CHCTEMaX TpeOyeT KOMIUIEKCHOTO MOAX0/1a K MPOEKTUPOBAHHUIO,
KOTOPBIH BKJIIOYA€T HE TOJIBKO BHIOOP YCTOMYHMBBIX K KBAaHTOBOMY B3JIOMY QJITOPUTMOB, HO U
obecriedeHne MX TMOKOCTH M CIOCOOHOCTH AJaNTHPOBATHCS K M3MEHEHUSM Yrpo3 U yCIOBUH
HKCIUTyaTalHH.

Onenka 3¢Q¢eKTHBHOCTH NPHUMEHEHHS] AJaNTHBHOIO0  KBAHTOBO-YCTOHYHBOIO
muGpoBaHUSA B HHTEJLUIEKTYaIbHbIX CHCTEMAX: AHAJIM3 MPOU3BOAUTEIbHOCTH H YCTOHYHUBOCTH
K yrpo3am

D¢ (hexkTUBHOCTh aaTUBHOTO KBAHTOBO-YCTOMYMBOTO INU(POBAHHUS B HHTEIUIEKTYaJIbHBIX
MH(POPMALMOHHBIX CUCTEMax OIpeNeNnseTcss psaoM (aKTOpPOB, Cpelud KOTOPBIX OCHOBHBIMHU
SABJISIIOTCSL  KpUOTOTpaguueckas CTOMKOCTb, MPOU3BOJUTEIBHOCTh CHCTEMBI M €€ CIOCOOHOCTH
aJlanTHPOBaThCSI K M3MEHEHUSM YIrpo3. DTH MapaMeTpbl UrpaioT KIIOYEBYIO pOJb MPH BbIOOpE
KOHKPETHBIX aJITOPUTMOB IU(POBAHUS JUIsl pa3IMYHBIX TUIIOB JAHHBIX M YPOBHEH yrpos. BaxkHo
OTMETHUTh, YTO B HHTEIUIEKTYyaJbHBIX CHCTEMax, ucnoibdyromux WM u mamumHHOE 00yueHue,
TpeOyeTcst ObICTpOoe M AMHAMHUYHOE IH(POBaHHE, KOTOpOEe HE HapylIlaeT MPOLECCOB MPUHATHA
pelIeHnii B pealbHOM BpeMeHH [3].

st 0OBEKTHBHOM OLIGHKH pasziauuHbIX anroputMoB PQC M uX NpuUMEHEHUs B peajbHBIX
YCIIOBUSAX, BA)KHO MPOBECTH CPAaBHEHHE MPOU3BOAUTEIBHOCTH, KPUINITOCTOWKOCTH U aJIallTUBHOCTH.
Tabnuma 1 comepXHUT CpaBHUTENBHBIA aHANU3 HECKOJIBKUX IOMYJISPHBIX MOCTKBAaHTOBBIX
QJITOPUTMOB C YYETOM HX MPOU3BOTUTEIHLHOCTH B PEAbHBIX CUCTEMaX C MIEPEMEHHOM HAarpy3kou u
yrpozamu. PaccMmarpuBaroTcst Takue MOKaszaTenu, Kak Bpems MU(pOoBaHUs, MOTpeOICHNE MaMSTH,
YCTOMYMBOCTH K KBAHTOBBIM aTaKaM U BO3MOXKHOCTH a/IalITAllMU B YCIIOBHSIX U3MEHSIOIINXCS JAHHBIX
U YTpo3.

Tabmuna 1
CpaBHUTENBHBIN aHAJIN3 TOCTKBAHTOBBIX AJITOPUTMOB MIM(POBAHUS 1O KIIOYEBBIM IMapaMeTpam
AJroputm Bpems IHamare KBantoBass | AnantuBHocth | Ilpuromnocrs
mugpoBanus (MBb) YCTOMYMBOCTH AJIAl peajibHOIo
(mc) BpeMeHH

Kyber- 12.4 3.5 Bricokas Cpennsis Yactuunas

1024
NTRU- 10.1 2.8 Cpennsis Bricokas Bricokas
HRSS-701
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SABER 15.9 4.2 Bricokas Cpennss Cpennss
BIKE 22.3 5.0 Cpennsis Bricokas YacTtuuHas

CpaBHuTeNbHBIN aHAIN3 B Tabiuue | mokassiBaet, yto anroputM NTRU-HRSS-701 obGnagaer
HAWIy4yIIUM OaJaHCOM MEXIy MPOU3BOAUTEIBHOCTIO, AJAaNTHBHOCTHIO U YCTOHYMBOCTBIO K
yrpo3am. OTOT aJTOPUTM SBJISETCS ONTUMAIBHBIM BEIOOPOM IS AMHAMHYECKU U3MeHstonuxcst -
cpex, TAe BaXKHO MHUHHUMM3HPOBaTh Bpems MmHPpoBaHus U S(PGEKTUBHO HCIOIB30BATh
BbIunCIUTENbHBIE pecypebl. Kyber-1024 u SABER, HecMoTpst Ha 60i1ee BBICOKYIO KPHIITOCTOMKOCTbD,
MOKa3bIBAIOT O0JIee BEICOKOE MOTPEOICHHE TAMATH U BPEMEHH, YTO OTPAaHMYUBAET UX MCIIOIb30BaHNE
B CHCTEMAax pEaJbHOIO BPEMEHHU C BBICOKOM Harpy3koi. BIKE umeeT BBICOKYIO yCTOMYHMBOCTH K
yrpo3aM, OJHAKO M3-3a BBICOKOM BBIYMCIIUTENBHON HArpy3KH €ro NPUMEHEHHE OrpaHHuYEHO B
peanbHbIX MPUIOKEHUSX.

Peanusauusa ajanTHBHOIO KBAHTOBO-YCTOHYMBOro mMu(ppoBaHUs B pacHpeneJéHHbIX
HNU-cucremax: BbI30BbI U pellIeHUs

WHTennekTyaabHble CHUCTEMbI, HCIOJB3YIOUINE pPaCIpeNesIiEHHYI0 apXUTEKTypy, TpeOyroT
IIPOABUHYTHIX PEIICHUMN Ul 3aIMTHI JAHHBIX, IOCKOJIBKY MX KOMIIOHEHTBHI MOT'YT HaxOJIWThCS Ha
Pa3NUYHBIX y3J1aX BBIYMCIUTENBHOU ceTH [4]. B Takux cucremax BaKHBI HE TOJBKO 3(dekTuBHOE
mmdpoBaHue, HO U CIOCOOHOCTD aIaITUPOBATHCA K M3MEHSIOUIMMCS YCIOBUSAM ¢ MUHUMAJIbHBIMU
3aJiepKKaMH. AJIAaNTHBHOE KBAaHTOBO-YCTOMUMBOE MIM(pPOBaHUE HACATBHO MOAXOIUT Ui TaKUX
CHCTEM, IOCKOJIBbKY OHO IO3BOJISICT TMHAMHYECKU MEHSATDH NapaMeTphl IU(PPOBAHUS B 3aBUCUMOCTH
OT THUIA JAHHBIX U YPOBHS yIpo3.

KittoueBbIMHU 371EMEHTaMU 3TOM CUCTEMBI SIBIISIOTCS CIELYIOIINE MOTYIIH:

e Moayab OLIEHKH KOHTEeKCTa - coOupaeT AaHHble O Tpaduke W Harpyske, a TaKxke
aHAJIU3UPYET yTPO3bI.

o Moaynb npeackazaHus Yrpo3 - Ha OCHOBE MAIlIMHHOIO OOy4Y€HHs MPOTHO3UPYET YPOBEHD
yrpo3 U HASHTU(DUIIUPYET TOTCHIUATbHbIC aTaKH.

e Moayab BbIOOpa mudpoBaHusa - aJanTUBHO BbIOMpaeT mnoxxomsimyio cxemy PQC,
ONITUMH3HPYs OajaHC MEXTy O€30MaCHOCTBIO M MTPOU3BOIUTEIHHOCTBIO.

o KpunrokoHTeiiHep - BBINONHSACT IM(POBaHHE M JAEHIM(PpPOBaHUE B COOTBETCTBHU C
BBIOPAHHOM CXEMOH, YIPaBIIsIeT KIIOYaMH.

e Moaysnb o0paTHO# CBSI3M - OTIPABIISIET JAaHHBIE O pe3yJbrarax paOOThl CUCTEMBI B ITUKI
00y4eHus 1151 KOPPEKTUPOBKU aITOPUTMOB.

Buenpenne AKVII B pacnpegenéunsie MU-cuctembl CTankuBaeTcsi € HECKOJIbKUMU
BBI30BAMH, CpPEU KOTOPHIX HEOOXOAUMOCTh O0ECIIEUeHUsI HE3aBUCUMOCTH Y3JI0B MIPU COXPAaHEHUU
LEJIOCTHOCTH JIaHHBIX ¥ MHUHHMMH3AaLUMU BpeMeHH OTkiIuka [5]. Monymn mmdpoBanus u
AemupoBaHus JOJKHBI ObITh CHHXPOHU3UPOBAHBI 7151 00ecrieueHus] HelpepbhIBHOM paboThl Beel
cucremsl (puc. 1). Ucnonp3oBanue natepdeiicoB nporpaMmupoBanus npuioxenuii (API) momoraer
rMOKO MHTETPUPOBATh U AJANTHPOBATH AITOPUTMBI MIKU(POBAHUS HA Pa3HBIX YPOBHIX CHUCTEMBI,
obecrieunBas UX OBICTPYIO HACTPOMKY B 3aBUCMOCTH OT TEKYIIHX YIpoO3.

Moaynb obpaTHON CBA3MN

KpWnTOKOHTEHep

MO[lyJ'lb OLIEHKW KOHTEKCTa 20.0%

Mogaynb Bbibopa WK poBaHUs

Moaynb NpeackasaHus yrpos

Pucynok 1. ApxuTtekTypa peannzaluuy aaalTHBHOTO KBAHTOBO-YCTOHYMBOTO IU(PPOBAHUS B
pacupenenénnon MM-cucreme
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Peanu3anusi aganTHBHOTO KBAaHTOBO-yCTOWYHMBOrO miMdpoBaHusi B pacrpenenéHusix M-
cucTeMax 00ecIeunBaeT BBICOKYIO CTENEHb 0€30IaCHOCTH JaHHBIX IMPU MUHUMM3AINU 3a/IePKEeK U
BBIYHMCIIUTENBHBIX 3aTpaT. IHTerpanus Takux KOMIIOHEHTOB, KaK MOAYJIb OLIEHKH KOHTEKCTa, MOAYJIb
npecKa3aHus yrpo3, MOAYJIb BbIOOpa MIM(POBAHUS, KDUITOKOHTEHHEP M MOAYJIb 0OpaTHOW CBA3H,
MO3BOJISIET THOKO M JAMHAMHUYHO aJalTUPOBATh KPUNTOTPAPHUUECKYIO 3aIUTYy B 3aBUCUMOCTU OT
TEKYIIMX yTPo3 U YCIOBHUI paboThl CHCTEMEHI [6]. DTO 00ecieyuBaeT Kak BBICOKYIO YCTOMYHUBOCTD K
KBAaHTOBBIM aTakaM, Tak 1 3 QeKTuBHOE ()YHKIIMOHUPOBAHHUE B peabHOM BpeMeHH. Mcnons3oBanue
UHTEpPEICOB NMPOrpaMMHUpPOBAHUA NPWIOKEHHH TO3BOILeT 3(P(PEeKTUBHO HUHTErpUpOBaThH
mudpoBaHue Ha pPa3HBIX YPOBHAX pacHpenenEHHOI cucTeMmbl, o0ecrieunBas €€ 0e30MacHOCTh U
MIPOU3BOJUTEIHHOCT 0€3 MOTEpU THOKOCTH.

IlpuMeHeHre aJaNTHBHOIO KBAHTOBO-YCTOMYHBOro IM(ppoBaHuss B PpealbHBIX
CHEHAPHMAX: 3aIIMTA JAHHBIX B ABTOHOMHBIX CHCTEMAaX, MeIMIMHCKHX H (PHHAHCOBBIX
NPUHJIOKEHUSAX

B ycnoBusx pocra NpPUMEHEHUS HWHTEIJIEKTYaJbHBIX CHCTEM, TaKUX KaK aBTOHOMHBIE
TPaAHCIIOPTHBIE CPEICTBA, MEAUIIMHCKUE TUIaTGOPMBI U (PMHAHCOBBIE CETH, 0€30MACHOCTh JTaHHBIX
CTAaHOBUTCS B@KHEHIIUM TPUOPUTETOM. AJaNTHBHOE KBAaHTOBO-YCTOMUMBOE IIU(ppOBaHUE
NPEIOCTABIACT PEUICHUs ISl 3alIUThl TaHHBIX, KOTOPHIC JOJKHBI ObITh HE TOJIBKO 3alUILEHBI OT
KBAaHTOBBIX aTakK, HO ¥ 00paboTaHbl B pealbHOM BPEMEHH ¢ MUHUMAJIBHOM 3a/1eP>KKOH.

B aBTOHOMHBIX TPaHCIIOPTHBIX CUCTEMAX, T/I€ JaHHbIE 00padaThIBalOTCS C BHICOKOH CKOPOCTHIO
U B YCJIOBUSIX TUHAMUYECKU N3MEHSIOIIEHCS CPEeIbl, BaXKHO OBICTPO pearnupoBaTh Ha MOTEHIIUAIbHBIC
yrpo3bl. McnonszoBanne AKYII mo3Bosisier NMHAMHYECKHM HM3MEHSATh MapaMeTphl IU(POBaAHHS,
oOecrieunBas 3amIUTy JAaHHBIX 0€3 3aMeIeHUs paboThl CUCTEMEI [7].

MenunuHckue miaatopMbl, KOTOpble 00pabaThIBAIOT TNEpPCOHATbHbIC JAaHHBIC IAlMEHTOB,
TpeOyIOT BBICOKOH CTENEHM 3allUThl OT BO3MOXKHBIX aTakK, a TakKXe COOMIONEHHsI CTaHIapTOB
KOH(PHUICHIIMATHHOCTU. 3[E€Ch TaKKe HEOOXOAMMO YYHUTHIBaTh HU3KHE 3aJCPKKA B 00pabOTKe
naHHbIX, yTo Aenaetr AKYII uaeanbHbIM pelieHueM JUisl TaKUX TPUIOKEHUM.

@DUHAHCOBBIE CETH CTAIKUBAIOTCSA C OTPOMHBIM KOJIMYECTBOM TpPaH3aKIUi, KOTOpbIe TPeOyIoT
BBICOKOH CKOPOCTH OOpaOOTKH M OIHOBPEMEHHO JOJIKHBI ObITh 3alUINEHbl OT PAa3IMYHBIX yTPO3.
AnantuBHOe mK(pPOBAaHKE TO3BOIIET MUHUMHU3UPOBATh PUCKH, CB3aHHBIC C KPaXKe JAHHBIX WM
MaHMITYJSIIUAMY C TPAH3aKIMSIMH, TIPU 3TOM He HapyIasi ObICTPOACHCTBUE CUCTEMBI.

Ha pucynke 2 mpencraBieHa avarpaMma, WUIFOCTPUPYIOIIAs, KaK aJalTUBHOE KBAHTOBO-
ycToiunBOEe IMU(POBAHHE MOXKET ObITh MHTETPUPOBAHO B 3TH pEalbHbIC CIICHAPHM JJIS 3aILUTHI
JTAHHBIX.

PUHaHCcoBbIE CETU

30.0%

MeanunHcKkne nnaTdopMbl

ABTOHOMHbIE TPAHCMNOPTHbLIE CUCTEMbI

Pucynox 2. [IpumeHeHHe aJaTHBHOTO KBAHTOBO-YCTOHYNBOTO IN(POBAHUS B PEAIbHBIX CLICHAPHIX
JluarpaMmMa IIOKa3bIBa€T paclpeiciIeHHe NPUMEHEHHs aJallTUBHOIO KBAaHTOBO-YCTOWYUBOIO
mudpoBaHus B KIIOYEBBIX cpepax, TAKMX KaK aBTOHOMHBIE TPAHCTIOPTHBIE CUCTEMBI, METUITTHCKHE
wiathopMbl U GUHAHCOBBIE ceTH. HambonplIyo 10110 3aHUMAET 3allUTa JAaHHBIX B aBTOHOMHBIX
TPAHCIOPTHBIX CHUCTEMaX, YTO MOJYEPKUBAECT BAXKHOCTH OBICTPONEHCTBYIOIIErO MU(PPOBAHUSA B
JMHAMUYECKH HW3MEHSIOMIMXCA YCIOBUAX. 3a J3THM CIEAYIOT METUIMHCKHE IUIaTGopMbl U
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(uHAHCOBBIE CETH, UIA KOTOPBIX TakXke TpeOyeTcss BBICOKas CTENeHb 3alluThl JaHHBIX [8].
[Tpumenenne AKVYIII B aTux cdepax momoraet 3¢h(hekTUBHO OaTaHCUPOBATh MEXKAY 0€30MaCHOCTHIO
JaHHBIX M TMPOU3BOJUTEIBHOCTHIO CHCTEMBbl, MUHUMHU3UpPYS PHUCKM IpU 0O0paboTKe M mepenade
KPUTUYHBIX JAHHBIX B pEaJbHOM BPEMEHHU.

IlepcniekTUBBI  pa3BUTUA AJAANTHBHOIO KBAaHTOBO-YCTOMYHBOIO IIH(PPOBAHHA B
HHTEVIEKTYyaJbHbIX cHCTeMax: Oyayliee i HHHOBAIIUU

C pa3BuTHEM KBAHTOBBIX BBIYHMCICHUN W YCHUJICHHEM YTPO3, CBA3aHHBIX C BO3MOXKHOCTBIO
B3JIOMa TPAJAUIUOHHBIX KPUOTOTpapUUECKUX aJIrOPUTMOB, AJAalTUBHOE KBAaHTOBO-YCTOWYHBOE
mudpoBanue Oynmer wurpatb BcE Oojee BaXHYIO poib B obecrieueHUH 0O€30MacHOCTH
MHTEJUICKTYaIbHbIX MH(QOPMAIMOHHBIX CUCTeM. B Ommkaiimme roabl OXuAaeTcss NajibHeiIIee
pa3BUTHE KaK TEOPETUYECKHX OCHOB, TaK M MPAKTHUYECKUX METOJOB peaTH3alldd MOCTKBAHTOBBIX
KpUNTOrpapUuecKux perieHuil, KOTOpble CMOTYT MOIEPKUBATh 3aIIUTY JAaHHBIX B YCIOBHSX
KBAaHTOBBIX BBIYMCICHHUH.

OnHoli U3 NePCHIEKTUBHBIX TEHACHIUH SBISIETCS pa3BUTHE KBAHTOBO-YCTOWYHMBBIX AJITOPUTMOB
¢ y4€TOM MAIIMHHOTO O0y4eHHUs. DTH aIrOpUTMBI OyIyT HE TOJBKO 3alUINaTh OT KBAHTOBBIX aTak,
HO M aJalTHPOBaThCS K HOBBIM TUIAM YTIpO3, MPOTHO3UPYEMBIM HAa OCHOBE aHajIM3a OOJBIINX
JTaHHBIX. BHenpenume MammHHOTO OOy4YeHHsT B TpoOIlecC BbIOOpa M HACTPONKH alrOpUTMOB
mH(poBaHUS OTKPOET HOBBIE BOSMOXKHOCTHU JUISI MOBBIIICHUS d(PPEKTUBHOCTH 3aIIUTHI JAHHBIX B
pearlbHOM BpEMEHH.

JIpyruM BaXKHbIM HalpaBlICHUEM SBISAETCS MHTETpalus aJalnTUBHOTO IH(POBAaHUS B
rUOpUIHBIE CUCTEMBI, HCHOJB3YIOUIME KaK TPaJUIMOHHbIC BBIYMCICHHS, TaK M KBAaHTOBBIC
TexHoJoruu. Pa3zpaboTka ruOpUAHBIX apXUTEKTYp, Tae 3neMenTsl UT-cucrem OynyT mcnonb3oBaTh
KaK KJIACCMYECKUE, TaK U KBAHTOBO-YCTOMUYMBBIC AJITOPUTMBI ITU(PPOBAHUS B 3aBHUCUMOCTU OT
CUTyallud, OO0ECIEYUT MAaKCHUMaJIbHYIO0 O€30IacHOCTh JaHHBIX O3 3HAUUTENbHBIX IOTEPh B
MIPOU3BOAUTENLHOCTH [9].

Ocoboe BHUMaHHME CJEOyeT YACIUTbh WHTEpONnepadelIbHOCTH MEXIYy pPa3IUuHBIMU
KpUNTOrpagpuyecKuMu MOAYIsIMH M cTaHaapramMud. C pocToM 4YMcia pa3iHyHBbIX MPUIOKEHUNA U
CHCTEM, HMCIIONb30BaHNE YHU(PUIMPOBAHHBIX MHTEP(EHCOB I aJanTUBHBIX KPUNTOrpadhuIecKuX
pelieHH  TO3BOJIUT  YAYYIIUTh  B3aMMOJCHCTBHE MEXAYy pa3IMYHBIMH  KOMIIOHEHTaMH
UHPPACTPYKTYPBI U 00ecieunTh Oosee rTHOKyI0 HACTPOHKY B YCIOBHUSIX OBICTPO MEHSIOLIUXCS YTPO3.

He MeHee Ba)XKHBIM HarpaBlIeHUEM SIBJISIETCS MOBBILICHUE YCTOHYUBOCTH AJITOPUTMOB K HOBBIM
TUIIAM aTak, BKJIIOYas aTakk Ha caM Ipolecc MU(pOBaHUs, a TaKKe aTaku Ha UHPPACTPYKTypy
XpaHeHUs1 U pacrpocTpaHeHus kiaroueil. COBEpIICHCTBOBAHME METOOB 3aIMTHI KIIOYEH, B TOM
YHcJe MCIONb30BAHUE MHOTOYPOBHEBBIX CHCTEM 3allUThl, CTAHET BAaKHOW 4YacThio OyIylIux
TEXHOJIOTH B 00JIACTH AN TUBHOTO IIU(PPOBAHHUS.

Takum oOpazom, Oynyiiee aganTUBHOTO KBAaHTOBO-YCTOWYHMBOTO MIM(POBAHUS COCTOUT B €TO
MHTETPAllMN B WHTEIUICKTyaJbHbIE CHCTEMBbl C YYETOM HOBBIX TEXHOJIOTHH, TAKMX KaK KBAaHTOBBIC
BBIUMCIICHUS] W MAaIIMHHOE OOydeHHue, U B pa3paboTKe pelIeHHui, KOTopble oOecredar BBHICOKHUN
YPOBEHb 0€30MAaCHOCTH JaHHBIX B YCIOBUSAX IMOCTOSHHO U3MEHSIOIIUXCS YTPO3 U TEXHOJIOTUIECKUX
U3MECHEHUM.

3akinouenne

AJanTUBHOE KBAaHTOBO-YCTOWYHMBOE IIH(PPOBAHUE TMPEACTABISET COOOW BaXKHBIA IIar B
obecriedeHUM OE30MaCHOCTH JIaHHBIX B YCIOBHSX CTPEMHUTENBHOTO pAa3BUTHS KBAaHTOBBIX
BbIUMCIIEHUH. Ero cnocoOHOCTh NTMHAMMYECKH aqanTUPOBAThCS K HM3MEHSIONIMMCS YCIOBUSM U
yrpo3am, a Taxke 3PPEeKTUBHO B3aUMOACHCTBOBATh C MHTEIUICKTYAIbHBIMUA CUCTEMaMH, JIEJIaeT ero
KJTIOUEBBIM 3JIEMEHTOM 3alllUTHI JaHHBIX B COBPEMEHHBIX pacnpeneaéHHbIX cucreMax. [Ipumenenue
AKYII B Takux KpUTUYHBIX c(epax, KaKk aBTOHOMHBIE TPAHCIIOPTHHIE CHCTEMBbI, MEIUIIUHCKHE
w1aTopMbl U (PUHAHCOBBIE CETH, MOTYEPKUBACT €r0 BAXKHOCTD JUIS 3aLIUTHI JTAHHBIX B PealbHOM
BPEMEHU MPU MUHUMAJIBHBIX 3a/I€PIKKaX.

[TocrosiHHOE pa3BUTHE TIOCTKBAHTOBOW KpumTorpaguu u e€ HHTerpauus ¢ METOJaMH
MAIIMHHOTO OOy4YeHUs M THOPUIHBIMH BBIYMCIMTEIBHBIMH ApXUTEKTypaMH OTKPOIOT HOBBIE
BO3MO)KHOCTH JUIsSi TOBBIIIEHUS O€30MacHOCTH MJAaHHBIX. BaXHO OTMETHTh, YTO aJaNTHBHOE
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mudpoBaHue HE TOJBKO 3aIUINACT OT KBAHTOBBIX aTak, HO M MO3BOJISIET ONEPATHBHO pearupoBarhb
Ha U3MEHEHHSI YyTPO3, YTO OCOOCHHO aKTyaJbHO JJIsl TMHAMUYHO pa3zBuBatontuxcs UT-cuctem.

B Oyaymem oxugaercs AanbHeEiIee COBEPILICHCTBOBAHHE AJTOPUTMOB U TEXHOJIOTHH,
HalpaBJIEHHBIX Ha oOeclieueHHe yCTOMYMBOCTM K HOBBIM THUIIAM aTak M YJIy4dllEHHE Mpolecca
ynpasienus kaodaMu. MHaterpanus AKVYII B nHTENEKTyaapHble CUCTEMBI CTAHET HEOTHEMIIEMON
YacThIO 00ecIieueHNsI KOMIUIEKCHON 0e30MacHOCTH JaHHBIX, IPEA0CTABIISASL HOBbIE BOBMOXXHOCTH ISt
3alIUThl KPUTUYECKOM HMH(OpPMAnMM B YCIOBUAX OBICTPO MEHSIOLIETOCS TEXHOJIOTUYECKOTO
nanamadra.

W3 3TOoro cnemyer, 4To aJanTUBHOE KBAaHTOBO-YCTOWYMBOE MIM(POBAHUE CTAHET OCHOBOW IS
co3maHusg Oornee 3alIMIIEHHBIX, YCTOWYHMBBIX M 3(P(PEKTUBHBIX HWH(POPMALMOHHBIX CHCTEM,
CTIOCOOHBIX CIIPABIATHCS C BBI30BAaMH OyIyIIETO.
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Abstract

This article explores secure multi-party computation (SMPC) as a foundational cryptographic
approach for performing collaborative analytics on sensitive big data without compromising privacy.
The study analyzes the architectural components, protocol mechanisms, and practical considerations
for integrating SMPC into large-scale analytical systems. Key focus areas include data representation,
secure aggregation, performance optimization, and interoperability with machine learning workflows.
Through illustrative examples and technical evaluation, the paper highlights current limitations and
emerging solutions for scalable, privacy-preserving computation. The findings offer insights into
designing secure analytics pipelines suitable for real-world deployment across regulated and
distributed environments.

Keywords: secure multi-party computation, confidential data, privacy-preserving analytics,
Big Data, distributed protocols, secure aggregation, machine learning, data protection.

AHHOTAIHUA

B crarbe paccmarpuBaroTcsi METOIbI O€30MACHBIX MHOTONAPTHIHBIX BhuncieHui (SMPC) kak
Kpunrorpaduyeckasi ocHOBa il KOH(QUACHIIMAIBHOW 00pabOTKM OONBUIMX JaHHBIX B YCIOBHSX
pacnpenenéHHoN aHanuTHKU. McecnenyoTcess apXuTeKTypHbIE IPUHLIMIIBI, MEXAaHU3MbI IIPOTOKOJIOB U
npakTudyeckre acnekTsl BHeapeHus SMPC B macmtabupyemble aHaIUTUYECKUE TUIAT()OPMBL
Ocoboe BHHMMaHHE YIENAeTCS MPEACTABICHHUIO JAaHHBIX, OE30MacHOMl arperamuu, CTpaTerusMm
ONITUMH3AIMU IPOU3BOIUTENIFHOCTH U MHTETPALIUU ¢ pabOYUMH IPOIIECCaAMU MAIIMHHOTO 00YYEeHHUS.
IIpuBen€HHbIE TPUMEPHI U TEXHUYECKUI aHAIU3 AEMOHCTPUPYIOT CYLIECTBYIOINE OTPAHUUYEHUS U
MOTEHIIMATHHBIC PEIICHHUS B O0JIACTH 3AMIUIIEHHON BRIYUCIUTELHON aHanmuTHKU. [IpeacraBieHHbIe
pe3yNbTaThl CIIOCOOCTBYIOT (DOPMHUPOBAHMIO HAAEKHOW M MacIITaOupyeMoil cpenbl Ul aHaiu3a
YYBCTBUTEIBHBIX JAHHBIX B PA3JIMYHBIX OTPACTISAX.

KiaroueBble cJjioBa: 0e30MacHble MHOTOMAPTUHHBIC BBIYUCICHUS, KOH(HUICHIUATHHBIC
JaHHBIE, MPUBATHAS AHATUTHKA, OOJBIINE TaHHBIC, PACHpPEICIEHHBIC MPOTOKOJBI, 3allUIIEHHAS
arperanus, MalllnHHOE 00Yy4YeHHe, 3alUTa TaHHBIX.

Introduction

The growing reliance on large-scale data-driven systems has intensified concerns regarding data
confidentiality, particularly in contexts where multiple stakeholders must jointly analyze sensitive
datasets. Traditional approaches to secure analytics often require data centralization, which introduces
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significant privacy risks and regulatory challenges. As industries increasingly adopt distributed data
processing across organizational or jurisdictional boundaries, ensuring privacy without
compromising analytical capabilities becomes a critical objective. This tension is especially evident
in sectors such as healthcare, finance, and public governance, where regulatory frameworks prohibit
raw data sharing while demanding collaborative insights.

Secure multi-party computation offers a cryptographic paradigm that enables joint computation
over private inputs without revealing individual data to participating entities. By allowing mutually
distrusting parties to collaborate on data processing while preserving input confidentiality, SMPC
provides a foundation for privacy-preserving analytics across decentralized infrastructures. Recent
advances in cryptographic protocols, including secret sharing, homomorphic encryption, and
oblivious transfer, have significantly improved the efficiency and scalability of such systems, making
them more viable for integration with Big Data technologies.

This paper aims to examine the methodological foundations and practical implementation
aspects of SMPC in the context of confidential analytics on large-scale data. The study explores
protocol designs, system architectures, and deployment considerations necessary for real-world
applications. It also analyzes performance trade-offs, compatibility with existing data infrastructures,
and potential for integration with machine learning pipelines. The research contributes to the
development of secure computational environments where privacy, accuracy, and scalability can
coexist without the need for centralized trust.

Main part

Core protocol structure of secure multi-party computation

Secure multi-party computation protocols are designed to allow multiple participants to jointly
compute a function over their private inputs while ensuring that no party gains access to the inputs of
others. At the heart of these protocols lies the definition of a shared computational goal expressed as
a function, typically decomposed into basic arithmetic or logical operations. Each party encrypts or
encodes its data in a way that permits manipulation without exposing the raw values, enabling
cooperative execution of the overall computation [1]. Such protocols are underpinned by foundational
cryptographic mechanisms such as additive secret sharing, where data is split into fragments
distributed among participants.

A typical computation proceeds in synchronized rounds, with each round consisting of local
computation, message exchange, and reconstruction. The communication topology and trust
assumptions determine whether protocols follow a semi-honest or malicious threat model. In semi-
honest scenarios, parties follow the protocol but may try to infer hidden information; in malicious
models, active deviation is anticipated and must be mitigated with verifiable computation steps.
Protocols must also be resilient to latency and data loss in distributed networks, which is particularly
important in big data settings where computation spans heterogeneous and geographically dispersed
systems [2].

The pseudocode below presents a simplified implementation of an additive secret sharing
protocol used to compute the sum of inputs from multiple parties without revealing their individual
values.

# Simplified additive secret sharing for sum computation
import random

def share secret(secret, n):
"""Split secret into n shares.
shares = [random.randint(0, 1000) for _ in range(n - 1)]
final_share = secret - sum(shares)
shares.append(final share)
return shares

nnn

def reconstruct(shares_list):
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nnn

"""Reconstruct original value from all shares.
return sum(shares_list)

# Example: three-party computation
secret_inputs = [30, 50, 40] # confidential inputs from three parties
n = len(secret_inputs)

# Each party shares their input
all shares = [share secret(secret, n) for secret in secret_inputs]

# Each party sums received shares for local partial result
partial sums = [sum(party_shares) for party shares in zip(*all_shares)]

# Reconstruct final result
result = reconstruct(partial sums)
print("Final computed sum without revealing inputs:", result)

This example demonstrates the essential mechanics of additive secret sharing, where private
inputs are decomposed into distributed shares and securely aggregated without disclosure. The
protocol is lightweight and suitable for summation tasks or input averaging in collaborative
environments [3]. While simplistic, it forms the foundation for more complex secure computations
involving matrix operations, machine learning inference, or statistical analysis in privacy-sensitive
domains.

Data representation and encoding techniques in SMPC workflows

The effectiveness of SMPC protocols in large-scale analytical systems heavily depends on how
data is represented and encoded prior to computation. Unlike conventional processing, where raw
values are directly accessible, SMPC systems require that inputs be transformed into protected
formats that preserve both structure and operational compatibility. Data encoding must support
modular arithmetic and be resilient to truncation, overflow, and rounding errors, especially in
floating-point domains. This becomes particularly relevant in privacy-preserving statistical
computations, where accuracy must be retained across decentralized operations [4].

Integer-based encoding schemes, such as fixed-point representation, are widely adopted due to
their compatibility with arithmetic sharing mechanisms. These formats enable efficient addition and
multiplication over finite fields or rings, allowing protocols to operate on encrypted or secret-shared
data without the need for costly cryptographic conversions. Moreover, batch encoding strategies have
emerged to improve throughput in high-dimensional datasets, enabling parallel computation over
matrix-shaped data. Careful selection of modulus size and base precision is crucial to maintain both
correctness and performance.

In addition to numeric representations, categorical and structured data pose specific challenges
[5]. Common preprocessing steps-such as one-hot encoding or binary transformation-must be adapted
to privacy-preserving settings, where neither input labels nor encoded vectors can be exposed. These
operations must be embedded into the protocol logic without leaking structural information through
intermediate states or memory access patterns. As a result, data representation becomes a design
constraint as much as an implementation detail, influencing the feasibility and scalability of SMPC
in real-world analytics pipelines.

Secure aggregation mechanism for federated analytics

Secure aggregation plays a central role in federated analytics settings, where data contributors
independently compute local updates that are later combined into a global result. In privacy-sensitive
scenarios, this aggregation must occur without revealing individual updates to any party, including
the orchestrator. SMPC-based aggregation schemes address this by enabling participants to mask their
local outputs with randomly generated values that cancel out upon summation [6]. These protocols
allow analytics such as mean, weighted sums, or even gradient accumulation to be performed across
multiple parties, with formal privacy guarantees.
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One of the core advantages of this approach is its compatibility with asynchronous or partially
connected systems. Participants can operate independently and submit masked results when ready,
without requiring synchronized rounds or persistent connectivity. Moreover, masking techniques can
be combined with cryptographic commitments or integrity checks to ensure that submitted values are
structurally correct and free from tampering [7]. This makes the scheme suitable for deployment in
environments such as mobile networks, industrial sensor arrays, or inter-institutional research
collaborations.

The following example illustrates a simplified implementation of secure aggregation using
additive masking. Each participant adds a random noise vector to their local data and distributes
corresponding canceling masks to others, ensuring that individual updates remain private but the
global sum remains correct.

import numpy as np

def generate masks(num_parties, vector size):
"""Generate a set of canceling masks for secure aggregation.
masks = np.random.randint(-10, 10, (num_parties, vector size))
total _mask = np.sum(masks, axis=0)
masks[-1] -= total _mask # Ensure masks cancel out in aggregation
return masks

nmn

def secure aggregate(local updates, masks):
""" Apply masks to local updates and sum masked values.
masked updates = [u + m for u, m in zip(local updates, masks)]
aggregate = np.sum(masked_updates, axis=0)
return aggregate

nmn

# Simulation: three clients compute local updates

num_clients =3

vector_ dim =5

local_updates = [np.random.randint(0, 5, vector dim) for _in range(num_clients)]
masks = generate_masks(num_clients, vector _dim)

# Aggregator receives masked updates
aggregated_result = secure_aggregate(local_updates, masks)
print("Securely aggregated result:", aggregated result)

This example demonstrates how additive masking can enable secure aggregation in federated
systems without disclosing individual data contributions [8]. The use of canceling random vectors
ensures that intermediate values remain private while allowing the correct global result to be
recovered. Such techniques form the foundation of many privacy-preserving analytics protocols used
in cross-device, cross-organization, or cross-border data collaborations.

Performance constraints and optimization strategies in SMPC systems

The deployment of SMPC protocols in big data contexts introduces substantial computational
and communication overhead compared to conventional processing pipelines. These constraints stem
from the cryptographic nature of secure computation, which often requires multiple rounds of
interaction, modular arithmetic over finite fields, and the exchange of intermediate masked values. In
large-scale analytics scenarios, where datasets contain millions of records or high-dimensional
features, these costs can quickly render naive implementations impractical [9]. Therefore, achieving
acceptable performance in real-world applications demands both protocol-level optimizations and
system-level adaptations.

One of the key performance bottlenecks lies in the network. Since many SMPC schemes rely
on interactive operations between parties, latency and bandwidth become critical factors [10].
Protocols must be designed to minimize the number of communication rounds, reduce the size of
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transmitted payloads, and support asynchronous execution. Techniques such as precomputation,
where parties compute cryptographic shares or randomness in advance, can significantly reduce
online latency. In some settings, hybrid approaches that combine secure computation with differential
privacy or trusted execution environments are adopted to offload expensive operations while retaining
security guarantees.

At the computational level, the complexity of arithmetic operations-particularly multiplication
and comparison-is another limiting factor. Secure multiplication protocols often involve multiple
communication rounds or require pre-shared multiplication triples, which may not scale efficiently
with the dataset size. To address this, modern SMPC frameworks implement batch processing,
parallel evaluation, and optimized circuits that reduce the gate complexity of common analytical
functions [11]. Additionally, approximate computation techniques, such as fixed-point arithmetic and
reduced-precision encoding, are employed to strike a balance between computational efficiency and
result fidelity, especially in iterative algorithms such as training machine learning models.

Resource management is also a crucial concern. SMPC implementations must be tailored to the
hardware and software constraints of deployment environments, whether in cloud clusters, on-
premises servers, or edge devices. Memory usage, threading, and garbage collection behavior must
be optimized to prevent system stalls during execution. Moreover, adaptive scheduling mechanisms
that allocate computation tasks dynamically across available nodes help improve throughput and fault
tolerance. These optimizations collectively enhance the feasibility of SMPC integration into
production-scale data analytics systems, ensuring that confidentiality does not come at the expense
of scalability and responsiveness.

Practical optimization strategies for scalable secure computation

As secure multi-party computation becomes more prevalent in large-scale data analysis,
practical optimization strategies play a crucial role in bridging the gap between theoretical protocols
and deployable systems [12]. These techniques are aimed at mitigating specific bottlenecks inherent
to secure computation, such as latency, arithmetic overhead, and limited concurrency. In real-world
applications, selecting the right combination of optimizations determines not only the speed of
computation but also the scalability and fault resilience of the entire system.

The following table 1 presents a summary of widely adopted optimization techniques in SMPC
implementations, along with the corresponding system-level bottlenecks they address and their
impact on computational performance.

Table 1
Performance optimization strategies in SMPC systems
Optimization technique Targeted bottleneck Effect on performance
Precomputation of randomness | Online latency Reduces wait time during live
execution
Batch processing of secure | Per-operation overhead | Improves throughput for repeated
operations computations
Use of fixed-point arithmetic | Arithmetic complexity | Decreases cost of numeric operations
Reduced communication | Network delay Minimizes inter-party
rounds synchronization delay
Parallel execution of local | Processing time Accelerates computation across nodes
steps
Adaptive task scheduling Load balancing and | Enhances scalability in heterogeneous
throughput systems

The optimization techniques outlined above demonstrate how targeted improvements at both
the algorithmic and infrastructural levels can significantly enhance the efficiency of SMPC-based
analytics. While each method addresses a distinct performance bottleneck, their combined application
enables secure computation to scale toward production-level workloads without compromising
privacy guarantees. Selecting appropriate strategies requires careful evaluation of system constraints,
workload characteristics, and resource availability, highlighting the need for flexible and modular
SMPC frameworks tailored to real-world deployment environments.
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Integration with machine learning workflows in confidential analytics

Integrating SMPC protocols into machine learning (ML) pipelines introduces a new layer of
complexity, driven by the need to balance computational privacy with model accuracy, training
efficiency, and workflow automation. In many privacy-sensitive domains-such as healthcare
diagnostics, financial risk modeling, and population-level behavior prediction-ML tasks must be
executed collaboratively without revealing proprietary datasets. Secure computation frameworks
provide a mechanism for such privacy-preserving collaboration, allowing distributed model training
or inference without centralizing data.

One of the principal challenges in SMPC-ML integration is adapting iterative optimization
algorithms, such as stochastic gradient descent, to function within a secure setting. These algorithms
typically require repeated computation of gradients, updates to model parameters, and aggregation of
local contributions across participants. When executed under secure protocols, each of these steps
becomes significantly more resource-intensive, both in terms of communication and computation. In
response, research efforts have focused on optimizing sub-protocols for secure matrix operations,
developing quantization-aware training methods, and reducing the depth of arithmetic circuits used
in model evaluation.

Another consideration involves supporting diverse ML models, from linear classifiers to deep
neural networks. While simple models can often be implemented using fixed-point arithmetic and
shallow circuits, more complex architectures require approximate activation functions, layer-wise
encryption, or hybrid execution models where sensitive layers are computed securely while others
operate in plaintext [13]. Additionally, data preprocessing tasks-such as normalization, encoding, and
feature selection-must be securely embedded into the pipeline, ensuring that privacy is maintained
end-to-end.

From a systems perspective, successful integration also depends on compatibility with existing
ML frameworks and infrastructure. SMPC implementations must offer clean APIs, model conversion
tools, and parallelizable backends to work alongside platforms like TensorFlow, PyTorch, or federated
learning engines. Scalability, fault tolerance, and reproducibility become critical, particularly in
multi-organizational settings where compute environments and data schemas differ. These
requirements highlight the need for robust middleware that bridges secure computation engines with
modern ML ecosystems, enabling confidential analytics to transition from experimental prototypes
to reliable components of production data science workflows.

Conclusion

The evolution of secure multi-party computation has transformed the landscape of privacy-
preserving analytics, offering practical tools for collaborative computation without compromising
data confidentiality. By enabling distributed entities to jointly process sensitive information while
retaining control over their private inputs, SMPC addresses a critical need in data-driven sectors
governed by stringent regulatory and ethical constraints. Its applicability extends beyond theoretical
models, reaching real-world systems that require both analytical insight and rigorous privacy
protection.

This study has examined the structural principles, protocol designs, and implementation
strategies that underpin the application of SMPC in big data environments. Through practical
examples, code-level demonstrations, and architectural considerations, the analysis highlights both
the capabilities and limitations of current approaches. Attention was given to optimization strategies,
performance bottlenecks, and integration pathways with machine learning workflows-factors that
define the viability of SMPC in production-scale deployments.

As the demand for confidential analytics continues to grow, future development of SMPC
systems must focus on improving computational efficiency, reducing communication overhead, and
enhancing interoperability with existing data science infrastructure. The design of modular, scalable,
and developer-accessible SMPC frameworks will be central to this progress, paving the way for
secure and collaborative data analysis at scale.
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Abstract

Interaction models in intelligent sensor networks (ISNs) form the basis for autonomous
communication and coordination in industrial internet of things (IloT) systems. The analysis focuses
on topological structures, hierarchical communication layers, synchronization strategies, and
decentralized behavior control. Core challenges related to interoperability, temporal consistency, and
field-level integration are discussed alongside technical patterns for achieving scalable and resilient
performance. The findings contribute to the development of robust ISN infrastructures capable of
operating under the complexity of modern industrial environments.

Keywords: intelligent sensor networks, IIoT, decentralized coordination, interaction models,
synchronization, interoperability, industrial protocols, distributed sensing.

AHHOTAIHUA

Mogenu B3auMOAEHCTBUS UHTEIUIEKTyalIbHBIX ceHCOpHBIX cerell (MICH) ciy»xat ocHOBOM aist
ABTOHOMHOM KOMMYHMKAIlUU U COITIACOBAHHBIX JEHUCTBUM B CUCTEMAax MPOMBILUIEHHOrO MHTEpHETAa
Beuieil (IloT). IlpencraBieHbl KiroueBble MOAXOABI K IMOCTPOCHHUIO TOINOJOTUM, OpPraHU3alMH
MHOTIOYPOBHEBOM Il€pelaud [aHHbIX, CHUHXPOHM3AallUM BO BPEMEHHM M JELEHTPAIU30BAHHOMY
yIpaBJIEHUIO TOBeAeHUEM Y370B. Oco00e BHUMaHME YAEICHO COBMECTHMMOCTH, YCTOMYMBOCTU K
cO0sIM M OCOOCHHOCTSIM TNPHMEHEHHs B YCJIOBHUSX PEaIbHOTO MPOMBIIIJIEHHOTO MPOU3BOJCTBA.
[IpenyioxkeHHbIE BBIBOABI OPHEHTHUPOBAHBI HAa CO3/l1aHUE MaclTabupyeMblx M Hanéxubeix MCH-
pEeLICHUN IS CII0KHBIX PACIPENEIEHHBIX CUCTEM.

KiroueBble ciioBa: UMHTEIUIEKTyalbHble ceHcopHble cetu, [loT, npeuneHTpanuzoBaHHas
KOOpAMHALMA, MOJCIN B3aWMOJCUCTBUs, CUHXPOHU3ALMSA, COBMECTHUMOCTbH, IIPOMBIIIJICHHBIE
IIPOTOKOJIBI, PACIIPENEIEHHBIE CEHCOPBI.

Introduction

The rapid development of industrial automation and cyber-physical infrastructure has
intensified the deployment of distributed sensing systems across manufacturing, energy, logistics,
and resource management sectors. These systems rely on sensor networks capable of capturing
environmental parameters, process states, and operational metrics in real time. As the scale and
complexity of such networks increase, the emphasis shifts from simple data acquisition toward
intelligent behavior and coordinated interaction among sensing units. This transition marks the
evolution toward intelligent sensor networks, where autonomous sensing, processing, and
communication capabilities enable adaptive, context-aware functionality.
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The integration of ISNs within the framework of the industrial internet of things brings new
challenges and opportunities. IIoT, defined as a distributed ecosystem of devices, communication
protocols, and edge-computing systems applied in industrial settings, demands robust interaction
models to ensure efficient, scalable, and resilient operations. In this context, interaction refers not
only to data exchange but also to collaborative sensing, event-driven decision-making, and
cooperative task execution. The behavior of ISNs is governed by a combination of decentralized
logic, embedded intelligence, and networked coordination mechanisms that operate across
heterogeneous physical and digital infrastructures.

This paper aims to investigate the conceptual and practical models of interaction among ISNs
in IloT environments. The focus lies on structural principles, communication topologies, decision
protocols, and the role of local autonomy in global system behavior. Special attention is given to the
design patterns that support synchronization, fault tolerance, and scalability, as well as to the
constraints imposed by resource-limited devices and dynamic industrial environments. The objective
is to provide a systematic overview of interaction models that form the basis for developing resilient,
intelligent, and interoperable sensor networks in industrial domains.

Main part

Interaction within intelligent sensor networks deployed in IloT environments extends far
beyond traditional data polling or broadcasting. Modern systems are expected to exhibit autonomous
behavior, which includes local decision-making, adaptive sampling, and collaborative filtering. These
features are implemented through decentralized algorithms that operate under constrained power,
memory, and computational capabilities [1]. The interaction paradigm must therefore accommodate
heterogeneous communication requirements, varying temporal constraints, and real-time
responsiveness.

In practice, the behavior of ISNs is shaped by the underlying interaction models-whether they
are event-triggered, schedule-based, or opportunistic. Each model defines the conditions under which
nodes exchange information, synchronize states, or delegate computation. Event-triggered
interactions are often employed in anomaly detection, where a sensor activates a transmission only
when predefined thresholds are breached. Scheduled models rely on predefined communication
intervals, useful in energy-sensitive applications with predictable patterns. Opportunistic strategies,
on the other hand, enable information exchange based on proximity or channel availability, which is
particularly relevant in mobile or dynamically changing industrial layouts [2].

Furthermore, the choice of interaction model has a direct impact on the network’s ability to self-
organize and adapt. In industrial contexts characterized by noise, interference, and component
failures, systems must maintain operational coherence without centralized control. This necessitates
peer-to-peer negotiation protocols, dynamic topology discovery, and local rule execution. The balance
between global coordination and local autonomy becomes a key factor in designing ISNs that can
function reliably under stress, while still supporting complex industrial processes such as condition-
based maintenance, decentralized control, and distributed diagnostics.

The structure of communication in ISNs is often layered to separate concerns such as sensing,
aggregation, decision-making, and actuation. This layered interaction allows for modular system
design, where each node can specialize in one or more functional roles depending on its position in
the network [3]. For example, edge-layer nodes may primarily perform data collection and
preliminary filtering, while intermediary units focus on local aggregation and consensus building.
This architectural modularity supports scalability and fault isolation, which are essential in IloT
scenarios that span multiple physical zones and operational domains.

A critical aspect of interaction design is the selection of communication protocols tailored to
the constraints of industrial environments. Factors such as electromagnetic interference, spatial
coverage gaps, and real-time delivery requirements necessitate the use of robust, lightweight
protocols. Popular choices include time-slotted channel hopping (TSCH), WirelessHART, and
deterministic Ethernet variants. These protocols are designed to support synchronized multi-hop
communication, minimize packet collisions, and ensure deterministic message delivery-properties
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that are especially relevant in safety-critical systems such as automated assembly lines or energy grid
control units [4].

Moreover, effective interaction relies not only on communication fidelity but also on contextual
awareness and task alignment among nodes. Sensors must understand not only when and how to
communicate but also what information is relevant to share under specific operational circumstances.
This is achieved through embedded rule engines, dynamic priority queues, and semantic data models
that allow nodes to make informed decisions about data relevance, urgency, and destination. Such
context-driven interaction mechanisms reduce unnecessary traffic, preserve bandwidth, and enhance
the overall responsiveness of the IIoT system.

Topological configurations for sensor interaction in industrial environments

The physical and logical topology of sensor networks plays a central role in shaping how
interaction unfolds across an IIoT system. Common topological configurations include star, mesh,
cluster-tree, and hybrid arrangements, each offering distinct trade-offs in terms of resilience,
scalability, and latency [5]. In industrial settings, where equipment layout, electromagnetic
interference, and reliability requirements vary significantly, the topology must be chosen or adapted
dynamically based on operational constraints.

Star topologies, while easy to manage, suffer from single-point failure vulnerabilities and
limited scalability. Mesh configurations, by contrast, support robust multi-path communication and
can self-heal by rerouting data around failed nodes, but they impose higher protocol complexity and
require careful synchronization. Cluster-tree topologies represent a structured compromise, enabling
localized interaction within clusters while maintaining global coordination through a hierarchical
backbone [6]. Hybrid models increasingly combine these features to exploit spatial hierarchies and
optimize traffic flows in real-time.

Figure 1 illustrates typical topological interaction models employed in ISNs within industrial
facilities. The figure highlights the structural roles of nodes, interaction flows, and communication
dependencies that define each topology.

e ek

Star Cluster-tree
Mesh Hybrid

Figure 1. Topological interaction models for intelligent sensor networks in IIoT environments

The figure highlights how different topological configurations influence the interaction
capabilities of intelligent sensor networks in industrial systems. While star structures provide
centralized simplicity, they lack robustness under node failure. Mesh and cluster-tree (with lowercase
«treey) arrangements offer enhanced resilience and dynamic adaptability, crucial for high-availability
scenarios [7]. Hybrid models, integrating multiple topologies, present a balanced approach that
supports both localized autonomy and system-wide coordination. These configurations serve as the
structural basis for designing interaction models capable of maintaining communication integrity and
operational continuity in IIoT environments.

Layered communication frameworks for coordinated sensor behavior

In complex industrial environments, sensor networks must operate across multiple abstraction
levels to ensure both local responsiveness and system-wide coherence [8]. Layered communication
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frameworks are employed to decompose responsibilities into functional strata-typically including
physical, data link, network, coordination, and application layers. This stratification facilitates
modularity, simplifies integration, and supports heterogeneity in hardware and protocols. Each layer
is responsible for a specific aspect of interaction: for example, the coordination layer handles
consensus and synchronization, while the application layer interprets semantic content for decision
support systems.

Such frameworks are particularly beneficial in large-scale deployments, where diverse sensor
types and roles coexist. For instance, condition monitoring sensors may interact within their local
layer to detect anomalies, while simultaneously reporting summaries upward to a supervisory control
system [9]. Meanwhile, actuators respond to coordinated commands derived from aggregated sensor
input. This vertical communication model is complemented by horizontal interactions between peer
nodes, enabling fault isolation, redundancy, and local optimization. The overall framework ensures
that data flow, control signals, and analytical feedback propagate across the network in a structured,
traceable manner.

Figure 2 presents a generalized schematic of a layered communication framework for ISNs in
industrial systems, illustrating the flow of messages and interaction logic across hierarchical layers.

Application Application
i t ) messages
Interaction [ Coordination ‘ Coordination
logic & messages
$t 4 :
Network Control
L J messages
----------------- I
Data Frames

Physical

Figure 2. Layered communication framework for intelligent sensor networks in industrial systems

The figure illustrates a modular architecture in which each communication layer manages
specific tasks-from raw data handling to semantic interpretation-enabling structured and scalable
interaction among intelligent sensors. This layered approach enhances system maintainability,
promotes interoperability across platforms, and ensures that data exchange aligns with both
operational constraints and application-level objectives.

Behavior coordination strategies for decentralized sensor clusters

In large-scale IIoT deployments, sensor nodes are often grouped into autonomous clusters that
must coordinate behavior without central supervision. These decentralized sensor clusters are
expected to perform tasks such as fault detection, load balancing, or collaborative event classification
in real time. Coordination within such groups relies on local information exchange, probabilistic
consensus, and shared behavioral rules. The challenge lies in enabling consistency of group behavior
despite variable connectivity, partial observability, and asynchronous communication patterns [10].

Several strategies have been proposed to support coordination in sensor clusters, including
leader election, behavior imitation, and reputation-based mechanisms. In leader-based models, a
representative node temporarily orchestrates communication and decision flow, while in imitation-
based systems, nodes replicate the behavior of more reliable or better-performing neighbors.
Reputation-based strategies add a layer of trust scoring, allowing nodes to weigh received information
based on the credibility of the sender. Each method introduces different trade-offs between
convergence speed, resilience to adversarial behavior, and energy efficiency.

Figure 3 illustrates typical coordination patterns in decentralized ISN clusters. It shows how
local rules and neighborhood awareness lead to emergent system behavior, enabling reliable operation
without centralized logic.
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Figure 3. Coordination strategies in decentralized sensor clusters

This figure illustrates three primary coordination approaches in ISNs: leader-based control,
behavior imitation among peers, and reputation-weighted consensus. Each method supports
decentralized decision-making by leveraging local context and interaction history, enabling
autonomous cluster operation without reliance on a central authority. The visual distinctions in
structure and data flow demonstrate how different strategies achieve balance between autonomy, trust,
and synchronization.

Temporal synchronization and consistency maintenance in dynamic sensor environments

Maintaining temporal coherence across distributed sensor nodes is a fundamental requirement
for ensuring accurate and reliable operation in IIoT systems. Time-sensitive applications-such as
event detection, process control, or energy optimization-depend heavily on the ability of individual
nodes to interpret events within a consistent temporal frame of reference. In decentralized
architectures, where sensor nodes operate asynchronously and may experience delays, jitters, or local
clock drift, achieving network-wide synchronization poses significant technical challenges.

Synchronization protocols for ISNs are broadly categorized into clock synchronization schemes
and event-driven synchronization. Clock synchronization protocols aim to align internal clocks of
nodes using message exchanges and statistical correction techniques. Examples include protocols
such as precision time protocol (PTP), flooding time synchronization protocol (FTSP), and reference
broadcast synchronization (RBS). These schemes use techniques like averaging timestamps,
minimizing skew, and recursive adjustments to maintain coherence. However, their efficiency
degrades in noisy or mobile environments where packet loss and topology changes are frequent. In
such contexts, event-driven synchronization is often favored, where coordination is based on shared
sensing events rather than time alignment, reducing overhead but limiting global temporal accuracy.

In dynamic industrial settings, maintaining consistency is further complicated by partial
visibility, inconsistent sensing intervals, and transient node failures. To address this, modern ISN
architectures implement consistency maintenance layers that include buffer alignment, timestamp
reconciliation, and data version control [11]. These mechanisms ensure that even in the presence of
network fragmentation or reconfiguration, critical data remains temporally valid and usable for
downstream analysis. Additionally, distributed consensus algorithms such as Paxos and Raft have
been adapted for use in sensor environments to synchronize state and ensure that updates are
propagated reliably, even under failure-prone conditions.

Ultimately, the design of synchronization mechanisms must strike a careful balance between
precision, communication overhead, and fault tolerance. For low-power devices, the need to minimize
energy consumption may preclude frequent synchronization messages, leading to the adoption of
hybrid models that combine loose synchronization with local event correction. Meanwhile, latency-
sensitive applications demand strict guarantees, pushing for high-frequency synchronization at the
cost of increased resource usage. As IloT systems continue to evolve, adaptive synchronization
strategies that dynamically adjust behavior based on system load, node density, and operational
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criticality will become increasingly important for sustaining reliable sensor interaction across
temporal and spatial scales.

Interoperability and standardization in heterogeneous sensor ecosystems

One of the defining characteristics of industrial IloT environments is the coexistence of
heterogeneous devices originating from multiple vendors, generations, and technological paradigms.
Intelligent sensor networks deployed in such settings must therefore support interoperability not only
at the hardware and protocol level, but also across data semantics, control logic, and system objectives
[12]. Achieving reliable interaction among diverse nodes requires adherence to common standards,
modular integration architectures, and adaptive abstraction mechanisms that can bridge technological
gaps without sacrificing performance or security.

Interoperability challenges arise in several layers of the interaction stack. At the communication
level, differences in wireless technologies (e.g., Zigbee, LoRa, Wi-Fi, 6LoWPAN) and transport
protocols (e.g., MQTT, CoAP, OPC UA) can hinder seamless integration, especially when low-power
devices operate alongside high-bandwidth systems. Middleware solutions and protocol translation
gateways are often introduced to mediate between incompatible stacks, but they introduce latency
and additional points of failure [13]. As a response, standardization bodies have promoted cross-
compatible specifications, including IEEE 1451 for smart transducer interfaces and ISO/IEC 30141
for IoT reference architectures, aiming to reduce fragmentation and promote plug-and-play
functionality across industrial platforms.

At the data level, semantic interoperability becomes a major concern. Sensor outputs must not
only conform to shared formats but also carry consistent meaning across applications and analytic
modules. Ontology-driven frameworks and semantic annotation techniques are increasingly applied
to enrich sensor data streams with machine-readable metadata, facilitating automated processing,
integration, and reasoning. These methods enhance the discoverability and composability of sensor
services while supporting advanced use cases such as federated learning, decentralized control, and
adaptive system configuration.

On the application side, interaction logic must remain robust under variation in node behavior,
functional roles, and domain-specific constraints. This requires flexible software architectures built
on modular microservices, service-oriented messaging, and event-driven orchestration. Standard
APIs and interface contracts enable the replacement or upgrading of individual components without
compromising overall system integrity. Furthermore, conformance testing, certification programs,
and simulation environments help validate interaction compatibility before deployment, reducing
integration risk and ensuring smooth operation across the entire IIoT landscape.

Practical deployment considerations and field-level constraints

Despite significant progress in the theoretical modeling of intelligent sensor interaction, the
deployment of such systems in operational industrial environments presents a range of practical
challenges. Field-level conditions-such as harsh physical environments, electromagnetic interference,
limited accessibility, and safety-critical constraints-impose additional demands on the robustness and
adaptability of sensor network interaction models [14]. In such settings, even minor inconsistencies
in communication or coordination can have outsized consequences, including system shutdowns,
product defects, or compromised worker safety.

Hardware-level reliability is a fundamental concern. Sensor nodes must endure mechanical
vibrations, temperature fluctuations, dust, humidity, and other stressors that can degrade performance
over time. Redundancy mechanisms, including node duplication and failover routing, are often
implemented to mitigate single-point vulnerabilities. However, these add complexity to the
interaction model, particularly when synchronizing redundant streams or merging conflicting
observations. Energy harvesting methods and ultra-low-power design patterns are also integrated into
interaction logic to extend operational life without compromising functionality.

Another critical factor is deployment topology. In dense industrial spaces, signal interference
and multipath propagation affect wireless communication quality, necessitating adaptive power
control and dynamic channel management. Sensor placement strategies must account not only for
coverage and accessibility, but also for maintainability and compliance with regulatory zoning
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requirements. Interaction models are thus informed by physical layout constraints, necessitating
localization awareness, signal quality estimation, and fallback mechanisms in the case of signal
degradation [15].

Finally, integration with legacy infrastructure remains a common barrier. Many industrial
systems were not designed with IIoT in mind, relying on proprietary protocols or closed-loop control
schemes. Bridging these systems with modern ISNs requires careful consideration of timing
compatibility, protocol adaptation, and security hardening. Gateways and protocol bridges are often
introduced to mediate between legacy systems and modern sensor clusters, but these components
themselves must conform to the overall interaction logic to prevent bottlenecks or inconsistencies.
Successful deployment therefore depends not only on the strength of the models but also on their
ability to adapt to heterogeneous and constrained operational environments.

Conclusion

The interaction between intelligent sensor nodes in industrial Internet of things environments
is shaped by a complex interplay of communication protocols, coordination strategies, and system-
level constraints. As IIoT systems evolve toward greater autonomy and scalability, the underlying
models of interaction must support decentralized decision-making, dynamic topology management,
and consistent temporal behavior. These requirements necessitate robust, adaptive, and resource-
aware designs capable of maintaining performance across diverse operational contexts.

This study has provided a comprehensive examination of structural and functional principles
that guide the behavior of intelligent sensor networks in industrial settings. Through analysis of
topological configurations, layered communication frameworks, synchronization mechanisms, and
coordination strategies, the paper highlights key factors influencing the reliability and efficiency of
distributed sensing infrastructures. Emphasis was also placed on practical considerations such as
interoperability, standardization, and field deployment challenges, all of which play a critical role in
the transition from prototype systems to production-grade deployments.

In light of emerging industrial demands, future research should focus on the integration of
learning-based interaction policies, self-healing coordination mechanisms, and secure interoperability
protocols. These developments will be essential in building intelligent sensor networks that are not
only functionally effective but also resilient, context-aware, and aligned with the operational realities
of next-generation industrial systems.
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Abstract

This paper presents a comparative evaluation of data sharding strategies used in distributed
ledger systems. The analysis explores partitioning methods, cross-shard transaction protocols, storage
architectures, and security implications associated with fragmenting ledger state. Particular attention
is given to performance trade-offs, consistency management, and resistance to targeted attacks in
partitioned networks. The findings offer practical insight into how different sharding approaches
influence system scalability, responsiveness, and reliability. The study serves as a foundation for
future design choices in high-performance ledger infrastructures.

Keywords: data sharding, distributed ledger, partitioned systems, cross-shard transactions,
ledger architecture, scalability, performance, blockchain security.

AHHOTAIHUA

B pabote mpoBenéH cpaBHUTENBHBIN aHATU3 CTPaTeruii MAap/HHTa JAHHBIX B pacrpeaeEHHbIX
peecTpoBbIX cucTeMax. PaccmarpuBaioTcs METOIBI paseNieHHsl COCTOSHUS, TPOTOKOIBI 00paboTKH
MEXIIApAOBBIX TPaH3aKIUH, apXUTEKTYpHBIC PEIICHUS XpaHCHHS U AacleKThl O0e30IacHOCTH,
BO3HHKamIue mpu (parmeHTauuu peectpa. OTaenbHOE BHUMAaHUE YIEJIEHO OallaHCy MEXIY
IIPOU3BOAUTEIILHOCTBIO, YIIPABICHUEM COINIACOBAHHOCTBIO U YCTOMYUBOCTBHIO K LICJIEBBIM aTaKaM B
YCIOBMSX pa3feNbHbIX moacerel. IIpencraBieHHbIE pe3ynbTaThl JAOT MIPAKTUYECKOE MOHUMAHUE
BIIMSIHUS PA3JIMUHBIX MTOXO/0B K MIAPIMHTY HA MaCIITA0UPyeMOCTb, OTKIMK U HAIEKHOCTh CUCTEM.
HccnenoBanue GopMHUPYET OCHOBY JUIsl BBIOOpA apXUTEKTYPHBIX PEIICHUH B BHICOKOHATPY>KEHHBIX
peecTpoBbIX IUIATPOpMax.

KiroueBble cjioBa: MapAWHT JAHHBIX, pacHpeAeiCHHbIM peecTp, (parMeHTHPOBAHHBIC
CHCTEMBI,  MEXIIApJIOBbIE  TpaH3aKIMH, APXUTEKTypa  peecTpa,  MacIITadHpPyeMOCTh,
MIPOU3BOIUTENLHOCTD, 0€30MacCHOCTh OJIOKYEHHA.

Introduction
The rapid expansion of distributed ledger technologies (DLTs) in recent years has been driven
by the increasing demand for secure, transparent, and decentralized data management. However, as
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transaction volumes grow and participation scales globally, the limitations of monolithic ledger
architectures become more pronounced. Bottlenecks in throughput, rising latency, and inefficiencies
in state replication challenge the practical deployment of DLT-based platforms in real-world, high-
frequency environments. To address these constraints, architectural paradigms based on data
partitioning have emerged as a viable approach to enhance performance without sacrificing
decentralization.

Data sharding-an approach rooted in distributed database design-has gained attention as a
scalable solution for distributing ledger state across multiple parallel processing units or network
nodes. Sharding allows segments of the ledger to be processed independently, reducing the
computational and communication burden on individual participants. Various strategies have been
proposed, differing in how they allocate data, route transactions, and handle cross-shard
communication. These differences directly affect throughput, fault tolerance, and consistency models,
making it essential to evaluate sharding methods through both theoretical analysis and empirical
validation.

This study provides a structured examination of the efficiency of multiple data sharding
strategies within the context of DLT platforms. The investigation encompasses static and dynamic
partitioning schemes, load-balancing techniques, and transaction routing models. Special focus is
placed on how these strategies perform under heterogeneous conditions, including variable network
topologies and workload distributions. By comparing the practical implications of different
approaches, the paper contributes to the development of performance-aware design principles for
scalable and reliable distributed ledger infrastructures.

Main part

Structural classification of sharding techniques in distributed ledgers

Sharding strategies in distributed ledger systems are developed to address the problem of
limited scalability by distributing storage and processing responsibilities among multiple nodes or
sub-networks. These strategies differ significantly in how data is partitioned and accessed, how inter-
shard communication is managed, and what consistency guarantees can be provided across partitions.
In practice, the design of a sharding model must balance simplicity of implementation, efficiency of
cross-shard operations, and the ability to adapt to varying workloads or deployment conditions.

To provide a comparative overview, several representative approaches to data sharding in DLTs
have been analyzed and summarized [1]. These include static key-based partitioning, dynamic
schemes that adjust based on observed activity, region-aware placement strategies, hash-based
random distribution, and explicit routing mechanisms for inter-shard coordination. The following
table 1 presents a structural comparison of these methods, focusing on five critical characteristics:
data distribution logic, scalability potential, inter-shard communication overhead, and the complexity
of consistency enforcement.

Table 1
Comparison of data sharding strategies in distributed ledger technologies
Sharding Data Scalability Cross-shard Consistency
strategy distribution communication complexity
method overhead

Static key- | Fixed value | Moderate; Low Simple within fixed
range ranges assigned to | requires  pre- ranges
partitioning shards analysis
Dynamic Partitions High; adapts to | Moderate Complex due to
workload- adjusted based on | usage load dynamic changes
aware sharding | access patterns
Geographic Allocation by | Contextual, Low to | Moderate; regionally
region-based physical or | depends on | moderate consistent
sharding network location | topology
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Sharding Data Scalability Cross-shard Consistency
strategy distribution communication complexity
method overhead
Random hash- | Keys mapped | High;  evenly | High Requires global
based using hash | balanced in coordination
partitioning functions theory
Cross-shard Routing layer | Variable; High High; requires
transaction manages  inter- | limited by transaction-level
routing shard transfers routing tracking
overhead

The comparative analysis shows that while static and geographically-aware sharding offer
lower communication overhead, their adaptability to dynamic load is limited. In contrast, dynamic
and hash-based approaches provide improved scalability at the cost of increased coordination
complexity. Cross-shard routing introduces further overhead, particularly in systems where
transactional atomicity must be preserved. Selecting a sharding strategy thus requires a careful trade-
off between performance, network structure, and operational guarantees [2].

Beyond structural classification, the practical implications of each sharding strategy vary
depending on deployment context and system objectives. For example, static key-range partitioning
may suit systems with predictable access patterns, such as supply chain tracking or digital identity
registries, but lacks flexibility when transaction distribution shifts over time. Conversely, dynamic
workload-aware sharding introduces adaptability but demands real-time monitoring, rebalancing
logic, and robust metadata tracking, increasing the overall operational overhead.

Geographic or network-based sharding introduces physical locality into data placement, which
can significantly improve performance in latency-sensitive environments. However, this advantage
may diminish in cloud-based or virtualized networks where physical proximity does not guarantee
consistent communication quality [3]. Randomized hash-based strategies are often appealing for their
simplicity and load balancing properties but struggle with maintaining atomicity and consistency
during inter-shard transactions, especially in public blockchain environments.

As illustrated in figure 1, inter-shard routing mechanisms-while introduced to support
operations across partitioned ledger spaces-are accompanied by significant architectural challenges.
These include ambiguity in transaction ordering, difficulties in rollback handling during failure
scenarios, and elevated risks of double-spending or inconsistencies in partial states. Therefore, the
selection and implementation of such strategies require careful evaluation not only of their theoretical
soundness but also of their operational resilience, edge-case handling, and integration with the
broader governance and consensus structures of the distributed ledger environment.

data sharding

techniques

static dynamic geographic random Ccross-
key-range workload- region- hash- shard
partitioning  -aware based based transaction
sharding sharding partitioning routing

Figure 1. Structural classification of data sharding techniques in distributed ledgers
The figure provides a visual overview of the main data sharding strategies examined in this
section. It highlights the logical distinctions and structural placement of each method, offering a clear
reference for comparative analysis. This schematic reinforces the classification framework used to
analyze performance trade-offs across varying ledger architectures.
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Throughput and latency considerations in partitioned ledger systems

Performance metrics such as throughput and latency serve as primary indicators of the
operational efficiency of distributed ledger systems employing sharding [4]. Throughput is generally
defined as the number of transactions successfully processed per unit time, while latency refers to the
delay between transaction submission and its final confirmation. In sharded environments, these
metrics are influenced by a variety of factors, including the shard assignment algorithm, inter-shard
message propagation delay, and the complexity of consensus synchronization across partitions.

In systems with static sharding, throughput tends to scale linearly with the number of shards,
assuming an even distribution of workload and minimal inter-shard interaction. However, real-world
usage often introduces workload imbalance and state contention, resulting in bottlenecks that offset
the expected gains [5]. Dynamic sharding mechanisms attempt to address this by reallocating data or
workload based on observed metrics, yet such adaptivity introduces overhead that may reduce net
throughput, particularly in networks with frequent reconfiguration cycles or unstable connectivity.

Latency is particularly sensitive to the coordination model. Systems that require strong
consistency guarantees-especially during cross-shard transactions-must perform multiple rounds of
verification and commit procedures, increasing the time to finality. To mitigate this, some
architectures adopt relaxed consistency models or delayed finality, sacrificing determinism for
performance. Ultimately, the selection of a sharding strategy must be aligned with application-level
tolerances: real-time systems demand minimal latency, while archival or batch-processing
applications may prioritize throughput and state integrity.

Cross-shard transaction processing and consistency management

One of the defining challenges in sharded distributed ledger architectures is the processing of
transactions that span multiple shards. Unlike single-shard operations, cross-shard transactions
require coordinated execution across independent partitions, each maintaining its own subset of the
global state [6]. This coordination must ensure atomicity, consistency, and isolation despite the
absence of centralized control. Achieving these properties necessitates the design of robust
communication protocols, transaction staging mechanisms, and conflict resolution strategies.

Several models have been proposed to manage cross-shard operations, including two-phase
commit (2PC), optimistic concurrency control, and asynchronous messaging with eventual
reconciliation. The 2PC approach ensures strong consistency by having all involved shards prepare
and confirm the transaction before committing it globally. While effective, this method introduces
significant latency and is vulnerable to deadlock in the presence of node failure. Optimistic
concurrency models, by contrast, allow tentative execution followed by validation, reducing latency
but risking rollback when conflicts arise. Asynchronous designs prioritize throughput and scalability
by deferring coordination, accepting the risk of temporary inconsistencies.

In practice, the choice of model depends on the application’s tolerance to temporary divergence
and its need for fast finality. Financial ledgers, for instance, often require strict consistency and cannot
afford conflicting transaction states, necessitating stronger coordination. In contrast, supply chain
traceability systems may tolerate short-term inconsistencies in favor of performance. Additional
mechanisms such as versioned state tracking, deterministic ordering, and cryptographic proofs (e.g.,
Merkle proofs for inter-shard state inclusion) are integrated to support secure reconciliation and
verification across partitions.

Maintaining consistency across shards is further complicated by network dynamics, such as
variable message delays and asynchronous node participation. To address this, some systems
implement consistency layers that monitor state divergence and trigger reconciliation cycles or
fallback consensus procedures. Others integrate coordination metadata directly into the transaction
payloads, enabling context-aware validation at the shard level. These architectural choices influence
not only correctness but also the resource efficiency and resilience of the overall system.

Ultimately, the effective processing of cross-shard transactions is a trade-off between protocol
complexity, consistency guarantees, and system responsiveness. As applications demand both
scalability and correctness, the future of sharded ledgers will likely depend on hybrid models that
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dynamically adjust the degree of coordination based on transaction type, system load, and risk profile
[7].

Models of cross-shard transaction processing in distributed ledger environments

The ability of a distributed ledger system to reliably process transactions that span multiple
shards is a crucial factor in its practical viability. As data and users are divided across independent
partitions, transactions affecting multiple shards must be executed in a coordinated and consistent
manner. Without proper synchronization, inconsistencies in ledger state may emerge, leading to
conflicting records, invalid balances, or security vulnerabilities. Therefore, designing robust models
for cross-shard transaction handling is essential for preserving system integrity in sharded
architectures.

Multiple approaches to cross-shard transaction processing have been proposed, each offering a
different balance between consistency, performance, and failure tolerance. Traditional methods such
as two-phase commit ensure atomicity but are susceptible to delays and coordination deadlocks. More
modern techniques, including optimistic concurrency control and asynchronous reconciliation, aim
to reduce overhead but introduce risks of temporary divergence. In addition, cryptographic methods
like Merkle proof-based validation provide lightweight, secure ways to verify state inclusion across
shards. These strategies differ not only in their implementation complexity but also in their resilience
to failures and impact on transaction finality time.

The following table 2 summarizes and compares five common models of cross-shard
transaction processing, focusing on consistency level, latency implications, and fault sensitivity.

Table 2
Comparison of cross-shard transaction processing models
Transaction model Consistency guarantee Latency Failure sensitivity
impact
Two-phase commit | Strong  (atomic  and | High High (vulnerable to node
(2PC) durable) stalls)
Optimistic concurrency | Eventual (with possible | Low to | Medium (depends on
control rollback) moderate conflict rate)
Asynchronous Weak  (requires  post- | Low Low (tolerates delays)
reconciliation verification)
Versioned state tracking | Moderate (conflict-aware | Moderate Medium (requires
updates) revalidation)
Merkle proof-based | High (cryptographic | Moderate Low (state inclusion
validation verification) verifiable)

This comparative overview highlights that there is no one-size-fits-all solution to cross-shard
transaction processing. Systems prioritizing strong consistency and transactional determinism may
opt for protocols like 2PC, despite their higher latency. Applications tolerant of temporary divergence
can benefit from optimistic or asynchronous approaches, improving responsiveness. Cryptographic
verification offers an efficient compromise, enhancing trust in inter-shard data without complex
coordination. Ultimately, the choice of model should be informed by the operational profile of the
ledger system, the nature of its workload, and the criticality of real-time consistency [8].

Storage optimization techniques in partitioned ledger environments

Efficient data storage is a fundamental requirement for scalable sharded ledger systems. As the
number of partitions grows and historical data accumulates, the choice of storage strategies directly
influences system responsiveness, fault tolerance, and operational cost. Each shard must manage not
only transactional state but also indices, metadata, and recovery checkpoints. Consequently, designers
face trade-offs between redundancy, retrieval speed, and storage economy that must be resolved based
on workload type and access frequency.

Several architectural models have emerged to address these concerns. Some partitions employ
full data replication to ensure high availability and quick recovery, especially in safety-critical
systems. Others apply erasure coding techniques to balance fault tolerance with reduced storage
footprint by splitting data into fragments with mathematical parity. In certain implementations, only
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indexed summaries or state deltas are retained at the shard level, with full data archived externally or
oftloaded to cold storage layers. These approaches differ in their retrieval complexity, failure recovery
mechanisms, and consistency implications.

Figure 2 presents a schematic overview of common storage strategies employed across
independent partitions in sharded ledger systems.

ledger
index index ] index
replicated erasure- locally
data coded data stored data

Figure 2. Storage strategies for sharded ledger systems

The figure illustrates how distinct shards may adopt different storage paradigms: full replication
for resilience, erasure coding for storage efficiency, and local indexing for minimal operational load.
The visual differentiation reinforces the idea that no single approach is universally optimal; rather,
hybrid storage layering across partitions may offer the best trade-off between durability, space
optimization, and retrieval latency in large-scale distributed ledger infrastructures.

Security implications of sharding in distributed ledgers

While sharding significantly enhances the scalability of distributed ledger systems, it also
introduces unique security considerations that must be carefully addressed during protocol design and
deployment. The very act of partitioning data and computation across independent subnets alters the
traditional trust and threat models inherent to monolithic architectures. Each shard becomes a
potential point of vulnerability, where local compromise may impact the integrity or availability of a
segment of the global ledger.

One of the most critical security concerns is the risk of shard takeover attacks, in which an
adversary gains control of a majority of the validating nodes within a single shard. Unlike global
consensus mechanisms that rely on distributed quorum, individual shards often operate under reduced
participant diversity, making them more susceptible to targeted collusion or sybil attacks. To mitigate
this, some systems implement periodic re-shuffling of shard membership, use randomized assignment
of nodes, or require cross-shard notarization before a transaction is finalized. However, these
techniques introduce operational overhead and must be balanced against performance and
complexity.

Another dimension of risk involves cross-shard transaction manipulation. As transactions span
multiple partitions, the opportunity arises for adversaries to intercept, delay, or reorder messages to
create inconsistent state transitions or double-spending scenarios. Ensuring secure coordination
across shards requires cryptographic proofs, verifiable delay functions, and secure messaging
protocols that are resistant to tampering or timing attacks [9]. Moreover, safeguarding transaction
integrity depends on strict atomicity and rollback mechanisms, which must operate effectively even
under partial network failure or adversarial interference.

Finally, data privacy and leakage become nuanced issues in sharded environments. While
segmentation may isolate data access to specific shards, it can also reveal patterns in data distribution,
transaction frequency, or network topology that adversaries could exploit for inference attacks. Zero-
knowledge proofs and homomorphic encryption are being explored as privacy-preserving
enhancements, though their integration with sharded architectures remains an open research
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challenge. Additionally, careful attention must be paid to metadata exposure in inter-shard routing
and consensus logs, where auxiliary information may inadvertently disclose sensitive context.

In summary, the decentralization benefits provided by sharding must be weighed against the
complexity of maintaining consistent security guarantees across a fragmented system. A secure
sharded ledger must not only defend each partition independently but also ensure that the collective
behavior of the system preserves confidentiality, integrity, and availability at scale. The design of
such architectures demands a multidisciplinary approach, integrating distributed systems theory,
cryptography, and real-world operational insight.

Conclusion

Data sharding has emerged as a foundational technique for enhancing the scalability and
responsiveness of distributed ledger systems. By segmenting state and workload across independent
partitions, sharding enables parallelism, reduces transaction congestion, and aligns computational
responsibilities with network topology. However, this architectural evolution introduces new
challenges that span coordination, consistency, storage, and security domains.

This study has provided a comparative analysis of diverse sharding strategies, including static
and dynamic partitioning, cross-shard transaction models, storage optimization schemes, and security
mechanisms. Through structured examination of design trade-offs and performance characteristics,
the paper highlights that the choice of sharding approach must be carefully aligned with system
objectives, including fault tolerance, real-time responsiveness, and consistency requirements. No
single model offers universal superiority; instead, adaptive and hybrid architectures often present the
most viable path forward.

As distributed ledger technologies continue to evolve toward broader adoption in finance,
supply chain, identity, and beyond, future research must focus on the refinement of sharding protocols
that combine efficiency with verifiable trust guarantees. The advancement of formal verification,
cryptographic coordination, and context-aware orchestration will play a critical role in shaping the
next generation of scalable, secure, and interoperable ledger systems.
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Abstract

Hybrid forecasting systems have become essential for anticipating dynamic resource demands
in cloud computing. By integrating machine learning, time-series modeling, and adaptive
mechanisms, these systems enable accurate load predictions across heterogeneous workloads and
fluctuating usage patterns. The study explores the design and evaluation of such models, highlighting
architectural considerations, empirical trade-offs, and real-time deployment strategies. Results from
comparative experiments demonstrate the effectiveness of hybrid approaches in reducing forecasting
error and improving provisioning efficiency. Emphasis is placed on system responsiveness, model
adaptability, and performance under operational constraints.

Keywords: load forecasting, cloud computing, hybrid models, adaptive learning, time-series
prediction, resource allocation, performance evaluation.

AHHOTAIHUA
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5(pPEKTUBHOCTH W MpPOAHATU3UPOBAHBI CIEHAPUM HUX BHEAPEHUS B peajbHOM BpemeHu. Ilo
pe3ysbTaraM TeCTUPOBAHUS MOKA3aHO, YTO KOMOMHUPOBAHHBIE aITOPUTMBI 00€CTIIEUMBAIOT CHIKEHHE
oIMOOK MPOTHO3a U CIIOCOOCTBYIOT Ooee 3pPEeKTUBHOMY YIPABICHUIO PeCypCaMH.
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Introduction

The rapid growth of digital infrastructure and cloud computing has led to a significant increase
in resource variability, making accurate load forecasting a critical component for maintaining
efficiency, scalability, and service reliability. Cloud platforms must continuously adapt to fluctuating
user demands, dynamic application workloads, and shifting network conditions. This operational
complexity requires advanced predictive systems capable of anticipating resource utilization patterns
with high precision. Traditional statistical methods, while effective in stable environments, often fall
short in capturing non-linear, multi-source dependencies characteristic of modern cloud
infrastructures.

To address these limitations, hybrid algorithms have gained prominence by combining the
strengths of machine learning techniques, time-series models, and heuristic optimization approaches.
These composite methods offer a more flexible framework for capturing short-term spikes, long-term
trends, and contextual anomalies in workload behavior. For instance, the integration of artificial
neural networks with autoregressive models or evolutionary algorithms has demonstrated improved
performance in forecast accuracy, adaptability, and generalization. Moreover, hybridization enables
the incorporation of external variables such as seasonal patterns, service-level agreements, and user
mobility into the prediction model.

The aim of this study is to examine the design, implementation, and comparative performance
of hybrid load forecasting systems tailored for cloud environments. The research focuses on
evaluating different algorithmic combinations, architectural frameworks, and deployment strategies
that optimize forecasting accuracy while preserving computational efficiency. In doing so, the paper
seeks to establish practical guidelines for selecting, tuning, and integrating hybrid forecasting models
into cloud orchestration workflows, ultimately supporting proactive resource management and cost
optimization.

Main part

Efficient load forecasting in cloud computing environments requires models that can account
for diverse workload characteristics, system heterogeneity, and time-varying patterns. Unlike
conventional server infrastructures, cloud platforms are elastic by design, dynamically allocating
resources across distributed virtual machines, containers, and microservices [1]. This operational
fluidity necessitates predictive systems that go beyond static modeling to incorporate dynamic
behavioral cues and real-time signals from infrastructure and application layers.

A typical cloud workload exhibits multidimensional temporal dependencies. For instance,
diurnal usage cycles, seasonal load surges, and unpredictable bursts due to marketing campaigns or
external events introduce layers of complexity that challenge simple linear models. Furthermore,
workload distributions may shift due to changes in user behavior, application updates, or migration
between data centers. Capturing these dynamics requires models capable of adapting to concept drift
and non-stationary data while maintaining real-time inference performance.

To achieve these goals, forecasting systems increasingly adopt hybrid approaches that integrate
multiple algorithmic components. These systems typically combine data-driven learning models-such
as long short-term memory (LSTM) networks or gradient boosting regressors-with signal
decomposition methods and statistical filters. Hybrid architectures allow for parallel processing of
trend, seasonality, and residual components, with the outputs merged through ensemble strategies.
This modularity not only improves accuracy but also enables scalability and modular deployment,
allowing each component to be independently tuned or updated.

The effectiveness of a forecasting system is largely determined by its ability to generalize across
different cloud service models-infrastructure as a service (IaaS), platform as a service (PaaS), and
software as a service (SaaS). Each model exhibits distinct workload signatures, driven by varying
levels of abstraction, user interaction, and orchestration granularity. For example, [aaS workloads
often reflect direct user-initiated provisioning events, whereas SaaS platforms experience aggregated
and highly variable demand patterns influenced by application logic and multitenancy [2].

Hybrid forecasting architectures must accommodate these differences by incorporating feature
extraction mechanisms that can adapt to domain-specific indicators. These may include CPU
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utilization metrics, memory pressure, network throughput, disk I/O rates, and service response times,
which collectively inform the system about workload stress and resource saturation points.
Preprocessing techniques such as normalization, dimensionality reduction, and frequency filtering
are applied to ensure that input data remains interpretable and noise-resilient across time.

Additionally, model interpretability and computational efficiency are critical in operational
deployments. Hybrid models that combine black-box neural components with interpretable statistical
elements-such as exponential smoothing or regression trees-can offer both high accuracy and
traceability of decisions [3]. This is particularly important for cloud providers aiming to maintain
transparency in autoscaling logic and meet regulatory or contractual requirements. The design of such
forecasting systems must therefore reflect not only predictive performance goals but also architectural
and governance constraints specific to the cloud context.

The training and evaluation of hybrid forecasting models require careful dataset selection and
validation procedures that reflect real-world cloud dynamics. Historical traces of cloud workloads,
obtained from production logs or public repositories such as google cluster data or azure VM traces,
serve as the foundation for building and testing models. However, these datasets often suffer from
class imbalance, missing values, and irregular sampling intervals. To address these issues,
preprocessing pipelines are designed to align time steps, interpolate gaps, and filter out anomalous
behavior not representative of typical system usage.

Evaluation metrics for forecast performance extend beyond conventional measures such as
mean absolute error (MAE) and root mean squared error (RMSE). In cloud environments, forecasting
quality must also consider the consequences of over- or under-provisioning. An overestimation may
result in unnecessary resource allocation and cost inefficiency, while underestimation can lead to
service-level agreement (SLA) violations and degraded user experience. As such, cost-aware loss
functions, percentile-based error analysis, and capacity violation tracking are increasingly
incorporated into model assessment protocols.

Moreover, retraining and model adaptation mechanisms are essential in the face of evolving
cloud workloads. Rather than deploying static models, hybrid systems may operate under online
learning frameworks or periodic batch updates, depending on latency tolerance and model
complexity. In mission-critical environments, model refresh cycles are orchestrated to avoid service
disruption, often leveraging rolling windows, staged deployment, or shadow evaluation. These
lifecycle considerations are a key part of ensuring that forecasting systems remain aligned with the
operational realities of the cloud.

Hybrid architecture for multivariate load prediction in cloud platforms

Accurate load prediction in cloud environments requires models capable of analyzing multiple
correlated indicators simultaneously. These indicators often include CPU usage, memory allocation,
disk throughput, and network latency, each of which may reflect distinct yet interdependent load
patterns. Hybrid architectures designed for this purpose typically combine machine learning
techniques with time-series analysis tools to capture both temporal dependencies and cross-metric
interactions [4].

A common approach is to preprocess the multivariate time series using signal decomposition
or feature scaling, and then route the transformed data through separate predictive blocks. For
example, long short-term memory networks can capture temporal correlations, while gradient
boosting machines (GBMs) or random forests can identify nonlinear relationships among input
features. The outputs of these blocks are often fused via weighted ensembles or meta-learners,
enhancing overall accuracy and robustness.

Below is a simplified implementation of such a hybrid model pipeline using python and
keras/scikit-learn. The code demonstrates how LSTM can be combined with gradient boosting for
enhanced multivariate forecasting.

import numpy as np

import pandas as pd

from sklearn.ensemble import GradientBoostingRegressor
from sklearn.preprocessing import StandardScaler
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from keras.models import Sequential
from keras.layers import LSTM, Dense

# Load multivariate cloud metrics (e.g., CPU, memory, network)
data = pd.read_csv('cloud_metrics.csv')

features = data[['cpu_usage', 'memory_alloc', 'net_traffic']].values
targets = data['future load'].values

# Scale features
scaler = StandardScaler()
scaled features = scaler.fit_transform(features)

# Prepare data for LSTM

X _seq =]

y_seq =[]

window_size = 10

for i in range(len(scaled features) - window_size):
X seq.append(scaled_features[i:i+window_size])
y_seq.append(targets[i+window_size])

X seq =np.array(X_seq)

y_seq = np.array(y_seq)

# Train LSTM model

model = Sequential()

model.add(LSTM(50, activation='relu', input_shape=(window_size, X seq.shape[2])))
model.add(Dense(1))

model.compile(optimizer="adam', loss="mse")

model.fit(X_seq, y_seq, epochs=20, verbose=0)

# Extract LSTM predictions for GBM input
Istm_output = model.predict(X seq)

# Concatenate original features with LSTM output
gbm_input = np.hstack((scaled_features[window_size:], Istm_output))

# Train GBM on extended features
gbm = GradientBoostingRegressor()
gbm.fit(gbm_input, targets[window_size:])

The implementation of hybrid architectures combining LSTM networks with gradient boosting
models demonstrates a promising approach to multivariate load forecasting in cloud environments.
By leveraging the strengths of sequence modeling and feature-based regression, such systems can
more effectively capture both temporal trends and nonlinear relationships among operational metrics.
This layered strategy not only improves forecast accuracy but also enhances model flexibility,
allowing the system to adapt to diverse workload conditions and heterogeneous input patterns. The
integration of neural and tree-based learners provides a balanced trade-off between interpretability,
scalability, and predictive performance, which is essential for real-time decision-making in dynamic
cloud platforms [5].

Model integration workflow for real-time cloud resource prediction

Deploying hybrid forecasting systems within operational cloud platforms requires the
integration of multiple components into a cohesive workflow. This includes data ingestion modules,
real-time feature preprocessing pipelines, parallel prediction engines, and orchestration logic that
governs model selection and decision application. The architecture must support modular
deployment, fault isolation, and asynchronous updates to ensure system reliability and scalability.

In most implementations, forecasting models are encapsulated as services that interact through
message queues or API calls. Feature extraction runs continuously on incoming metrics, with
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buffering and windowing applied to synchronize input streams. Prediction results are passed to the
orchestration layer, which evaluates threshold conditions, scaling policies, or scheduling directives
[6]. This pipeline can be enhanced with feedback loops that capture actual load outcomes, enabling
online learning or error correction modules to refine future forecasts.

Figure 1 illustrates a generalized workflow for integrating hybrid forecasting models into cloud
environments. The diagram highlights the interactions among modules, real-time data pathways, and
system feedback loops that support adaptive decision-making.

Data Feature
ingestion preprocessing

) 4
Orchestration
v layer
Hybrid ST, 4
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Figure 1. Model integration workflow for real-time cloud resource prediction

The figure demonstrates the modular pipeline used for real-time forecasting and scaling in cloud
environments. Each component-ranging from data ingestion to decision orchestration-is placed in an
adaptive loop, reinforcing the system’s capacity for continuous feedback, model retraining, and
operational optimization. The integration of prediction models within a reactive architecture supports
proactive resource planning and reinforces system resilience under dynamic workloads.

Evaluation protocols and performance metrics for hybrid forecasting models

Evaluating the effectiveness of hybrid forecasting systems in cloud environments requires
comprehensive protocols that reflect both statistical precision and operational impact. While
conventional performance metrics-such as mean absolute percentage error (MAPE), mean squared
error (MSE), and R? score-remain valuable, they provide an incomplete picture when isolated from
real-world deployment implications. In predictive systems supporting cloud orchestration, forecast
accuracy must be interpreted in the context of infrastructure efficiency, SLA compliance, and cost
overhead introduced by resource misallocation [7].

Modern evaluation pipelines include multi-dimensional analysis frameworks that align forecast
error metrics with system-level consequences. For instance, underestimation of load can result in
service degradation or scaling delays, whereas overestimation leads to resource idleness and increased
operational expenditure. To reflect these realities, hybrid models are increasingly assessed using
asymmetric loss functions, cost-aware scoring, and metrics such as the resource provisioning
deviation index (RPDI), which quantifies the degree of deviation between forecasted and actual
resource allocations. These advanced metrics allow for a more nuanced comparison of models under
varying workload patterns and tolerance thresholds.

Furthermore, temporal sensitivity and stability over time are key considerations. Forecasting
systems deployed in production must perform consistently across different time intervals, usage
spikes, and structural changes in cloud traffic. Therefore, rolling-window validation, online testing
with delayed labels, and backtesting across historical workload segments are incorporated into the
evaluation process. These techniques reveal model robustness under distributional shifts, helping
avoid overfitting to specific event patterns or static seasonal cycles.

In addition to prediction quality, computational efficiency and model responsiveness are
integral to real-time applicability. Hybrid systems must operate within strict inference time budgets
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to avoid introducing latency into decision workflows. Evaluation protocols may therefore include
timing benchmarks, memory usage profiling, and container-level latency tracking. Models that cannot
meet real-time constraints-despite offering high accuracy-may be unsuitable for deployment in
latency-sensitive environments, such as autoscaling controllers or edge-cloud hybrid nodes.

Finally, explainability and diagnostic capabilities are emerging as critical dimensions of
performance evaluation [8]. As hybrid models become increasingly complex, cloud operators must
be able to understand, audit, and trust the system's outputs. This has led to the integration of
explainable Al (XAI) components into the evaluation stack, such as SHAP values for feature
contribution analysis or attention maps in recurrent models. These tools support transparent
forecasting logic and facilitate model debugging, tuning, and compliance with transparency mandates
in regulated cloud services.

Empirical performance comparison of hybrid forecasting models

To assess the practical efficiency of various forecasting strategies in real-world cloud scenarios,
a comparative evaluation was conducted using a set of hybrid and baseline models. The goal was to
identify trade-offs between forecast accuracy, interpretability, and runtime performance. Each model
was tested against a common multivariate workload dataset, with standard preprocessing and aligned
training-validation protocols to ensure fairness. Key metrics included mean absolute percentage error,
resource provisioning deviation index, average inference latency, and qualitative interpretability
ranking.

Table 1 summarizes the comparative performance of the models tested, ranging from single-
algorithm baselines to more complex hybrid compositions. Inference latency was measured under a
standardized cloud container environment, and interpretability was ranked based on model
transparency and feature attribution availability.

Table 1
Extended comparative evaluation of forecasting models

Model MAPE | RMSE | RPDI | Latency | Training | Memory | Interpretability
(%) ) (ms) time (s) usage
(MB)

LSTMonly | 13.2 22.5 0.32 52 240 180 Low
GBM only 11.8 20.1 0.29 35 95 110 Medium
LSTM + 1 8.5 14.7 0.17 67 410 260 Medium
GBM
(hybrid)
ARIMA + (9.7 16.3 0.22 60 360 230 Medium
GBM
LSTM +17.9 13.2 0.15 74 510 300 Low
XGBoost +
kalman filter

The extended analysis reveals that hybrid architectures, particularly those integrating deep
learning with ensemble and filtering methods, offer superior predictive accuracy and provisioning
precision. However, these benefits are accompanied by higher training time, memory usage, and
system latency, which may limit their applicability in resource-constrained or real-time scenarios.
Simpler models like GBM deliver moderate accuracy with better efficiency, suggesting a favorable
trade-off for certain deployment environments. The results underscore the importance of context-
aware model selection, balancing predictive strength with infrastructure limitations and explainability
needs.

Adaptive learning and model updating in dynamic cloud environments

In operational cloud platforms, workload characteristics evolve continuously due to changing
user behavior, software updates, and seasonal demand fluctuations. Static forecasting models, trained
once and deployed indefinitely, often degrade over time in accuracy and responsiveness. To mitigate
this, modern forecasting architectures incorporate adaptive learning mechanisms that enable models
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to retrain, fine-tune, or recalibrate based on new observations. This allows the forecasting system to
remain aligned with the current statistical properties of the workload [9].

Adaptive updating strategies include incremental learning, where models are refined using
streaming data; periodic batch retraining, triggered by predefined time intervals; and concept drift
detection, which initiates retraining when data distribution shifts are detected. These approaches can
be combined with model versioning and rollback mechanisms to ensure that degraded models are
identified and replaced without service interruption. In critical systems, shadow testing is often
applied, allowing new model versions to run in parallel with production forecasts for comparison
before deployment.

The following python code demonstrates a lightweight adaptive learning loop using a gradient
boosting model retrained periodically based on accumulated error. The mechanism checks forecast

residuals against a rolling threshold and triggers model refresh when performance drops below a
defined level.

import numpy as np
from sklearn.ensemble import GradientBoostingRegressor
from sklearn.metrics import mean_squared_error

# Initialize historical training data

X train, y_train = get initial dataset()
model = GradientBoostingRegressor()
model.fit(X _train, y_train)

# Monitoring loop for adaptive update
residual_threshold = 15 # RMSE threshold
sliding window = []

for batch in data_stream(): # Simulated incoming data
X batch, y_batch = batch
y_pred = model.predict(X batch)
error = mean_squared_error(y_batch, y_pred, squared=False) # RMSE
sliding window.append(error)

# Keep last 5 RMSE scores
if len(sliding_window) > 5:
sliding_window.pop(0)

avg_error = np.mean(sliding_window)

if avg_error > residual threshold:
# Trigger model update
print("Updating model...")
X new, y new = fetch updated data()
model.fit(X new, y new)
sliding_ window.clear()

The integration of adaptive learning into cloud-based forecasting systems enables models to
remain effective amid shifting workload patterns and operational dynamics. By monitoring
performance in real time and triggering targeted retraining, these systems reduce long-term drift and
maintain forecast reliability without continuous manual intervention [10]. While adaptive
mechanisms introduce additional complexity in model lifecycle management, they are essential for
ensuring sustained accuracy in environments characterized by variability, user heterogeneity, and
frequent application changes. The example implementation highlights how lightweight, threshold-
based updating can be embedded within forecasting pipelines to support responsive and resilient
prediction services.
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Conclusion

Accurate load forecasting is a critical enabler of efficiency and scalability in modern cloud
platforms. As resource usage becomes increasingly volatile and application demands more dynamic,
forecasting systems must evolve from static, monolithic models to adaptive, hybrid architectures
capable of real-time operation and continuous refinement. This study has examined the structure,
integration, and empirical performance of various forecasting approaches, with a focus on the
application of hybrid algorithms that combine the strengths of deep learning, statistical modeling, and
heuristic adaptation.

The findings demonstrate that hybrid models offer substantial improvements in prediction
accuracy and provisioning reliability when compared to single-method baselines. However, these
gains are accompanied by increased system complexity, higher latency, and greater computational
overhead, necessitating a careful trade-off analysis in practical deployments. The integration of
adaptive learning mechanisms further enhances model longevity and responsiveness, ensuring
robustness under workload evolution and concept drift.

Future developments in load forecasting systems are likely to center around explainable hybrid
architectures, real-time retraining under resource constraints, and cross-platform interoperability. By
embedding forecasting capabilities into the core of cloud orchestration workflows, providers can
achieve proactive resource management, reduce operational costs, and sustain service-level
objectives in increasingly dynamic digital environments.
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Abstract

Blockchain-based digital identity systems are reshaping how individuals and institutions
manage identity credentials across jurisdictions. By leveraging decentralized identifiers, verifiable
credentials, and distributed trust models, these systems enhance privacy, data control, and
interoperability. This paper investigates the architectural foundations, governance mechanisms, and
institutional challenges associated with cross-border deployment. Key emphasis is placed on privacy-
preserving strategies, regulatory alignment, and multistakeholder trust frameworks. The study
highlights that while technical standards provide a solid base, scalable adoption depends on legal
harmonization and institutional integration.

Keywords: decentralized identity, blockchain, verifiable credentials, cross-border
interoperability, trust frameworks, privacy, digital governance.

AHHOTAIHUA

[udpoBble cucTeMbl UASCHTH(PUKAIIMM Ha OCHOBE OJOK4YeiiHa (HOpPMUPYIOT HOBOE
MPEJICTABICHHE O CIOCO0axX YIpaBlIeHUS WIACHTH(PUKAIIMOHHBIMHM JaHHBIMH B TPAaHCTPAHHUYHOM
cpene. Mcnonb3oBaHue JCIEHTPAIM30BAHHBIX UACHTU(DUKATOPOB, BEpUDUIIUPYEMBIX aTTECTATOB U
pacipenenéHHbIX MOJENEH MoBeprsi 00SCIEUNBACT MOBBIMICHNE KOH(PUACHIIMATLHOCTH, KOHTPOIb
HaJ TEePCOHAJIBHBIMU JAaHHBIMH W COBMECTHUMOCTh MEXIYy IOPUCAUKIMSIMH. B  crarbe
paccMaTpuBaIOTCSl APXUTEKTYPHBIC MPHUHIIMITBI, MEXaHU3Mbl YIIPABICHUS W WHCTUTYIMOHAIHHBIC
Oapbepbl, COMPOBOXKIAIOIINE BHEApPEHHE Takux cucreM. Oco0oe BHMMaHHE YAETICHO BOMpPOCaM
3alUTHl JTAHHBIX, HOPMATUBHOTO COOTBETCTBHSI M KOOPAWHAIIMHM Y4YacTHHKOB. [loka3zaHo, 4TO
yCTONYMBOE MacIITaOUpPOBaHWE BO3MOXKHO TOJBKO MPH YCIOBHH MPABOBOTO COITIACOBAHUS H
MEXHUHCTUTYIIHOHATHHOTO B3aUMO/ICHCTBUSI.

KiroueBble cii0Ba: JelEHTpaIM30BaHHAs MICHTUYHOCTb, OJIOKYEHH, BepUUIHPyEMbIC
yIIOCTOBEpEHHsI, TPAHCTPAaHUYHOE B3aUMOACWUCTBUE, MOJETH JOBEpUs, KOH(PHICHIMAIHHOCTD,
U(ppPOBOE yIpaBliCHHUE.

Introduction

In the digital era, identity verification has become a cornerstone of secure access to services,
particularly in international contexts where regulatory frameworks, trust boundaries, and
technological infrastructure vary significantly across jurisdictions. Traditional identity management
systems-often centralized, fragmented, and non-interoperable-struggle to provide users and
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institutions with reliable cross-border verification capabilities. These limitations hamper seamless
digital interaction between states, impede regulatory compliance, and expose sensitive identity data
to increased risk of compromise.

Blockchain technology has emerged as a transformative foundation for rethinking digital
identity systems. Its decentralized structure, cryptographic security, and immutable recordkeeping
make it a promising candidate for building trustless, interoperable identity solutions. Blockchain-
based identity management systems enable individuals to control their personal data while facilitating
secure, verifiable interactions across institutional and national boundaries. The concept of self-
sovereign identity (SSI), supported by distributed ledger technology, empowers users to selectively
disclose information, revoke permissions, and engage in authentication processes without relying on
a single centralized authority.

This study explores the architecture, implementation challenges, and cross-border applicability
of blockchain-based digital identity systems. Special attention is given to their potential for enabling
interoperability among heterogeneous legal systems, enhancing privacy through cryptographic
credential management, and supporting real-time authentication in digital ecosystems spanning
multiple states. Through comparative analysis and architectural synthesis, the paper seeks to define
best practices for deploying blockchain-enabled identity frameworks that meet both user-centric and
institutional requirements in international digital interactions.

Main part. Architectural foundations of blockchain-based identity systems

Designing a digital identity system based on blockchain requires a careful balance between
decentralization, data privacy, verifiability, and compliance with legal requirements. Unlike
conventional identity infrastructures, which rely on centralized authorities to issue, store, and verify
credentials, blockchain-based architectures distribute trust across a network of nodes, each
maintaining a synchronized ledger of identity-related events. This paradigm shift supports the
implementation of self-sovereign identity, wherein individuals possess full control over their digital
credentials and disclose only what is necessary for each transaction.

Core components of such systems include identity issuers, holders, and verifiers, often
coordinated through smart contracts that govern credential lifecycle, access permissions, and
revocation logic [1]. The verifiable credential model, standardized by the W3C, serves as a foundation
for cryptographically signed attestations that can be stored off-chain while being anchored to a
blockchain for integrity verification. Interactions between actors are facilitated via decentralized
identifiers (DIDs), which function as resolvable, non-correlatable references to identity data. These
identifiers are key to preserving user privacy while ensuring traceable, auditable interactions in cross-
border contexts.

Figure 1 illustrates a generalized architecture of a blockchain-based identity management
system, highlighting the roles of each actor, credential flows, and the interaction between on-chain

and off-chain components.
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Figure 1. Blockchain-based identity management system architecture
The figure outlines the core components of a decentralized identity ecosystem built on
blockchain. It shows how the identity holder interacts with issuers and verifiers through verifiable
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credentials and decentralized identifiers, while off-chain data and smart contracts support credential
validation and trust management. This visual structure highlights the modularity and autonomy of
actors, underscoring the system’s capacity to function across borders without relying on centralized
control [2].

To ensure interoperability and trust across jurisdictions, blockchain-based identity architectures
must also integrate governance mechanisms that define the roles, responsibilities, and compliance
standards for participating entities. These governance frameworks may be implemented through
consortia or alliances of organizations from different countries, each operating nodes and collectively
managing rules through consensus protocols. Such arrangements allow for scalable federation while
maintaining transparent audit trails and consistent identity resolution logic.

A critical design challenge lies in balancing data minimization with identity verifiability. To
reduce exposure of personally identifiable information (PII), modern architectures rely on zero-
knowledge proofs (ZKPs), selective disclosure mechanisms, and off-chain data vaults. Credential
metadata or hash digests may be recorded on-chain, while sensitive attributes remain encrypted and
accessible only to authorized verifiers. This separation enables strong privacy guarantees while
preserving cryptographic verifiability. Additionally, revocation registries and expiration controls are
embedded within the system to prevent misuse of outdated or compromised credentials.

Another essential aspect is the portability of identities across national and technological
boundaries [3]. To this end, systems must support common standards such as W3C Verifiable
Credentials and DID specifications, as well as interoperability protocols like DIDComm or OpenID
for verifiable presentations (OID4VP). These layers allow identity holders to use the same credential
in multiple domains-such as travel, healthcare, banking, and education-without duplication or re-
verification. In cross-border scenarios, this leads to reduced onboarding time, lower administrative
costs, and improved user experience while maintaining institutional assurance levels.

Legal and regulatory considerations in cross-border identity frameworks

The deployment of blockchain-based identity systems across national borders introduces
complex legal challenges related to jurisdiction, data sovereignty, and regulatory compliance.
Traditional identity verification processes are deeply embedded within national legal frameworks,
often requiring adherence to local data protection laws, institutional mandates, and technical
certification protocols. In contrast, blockchain architectures operate beyond centralized oversight,
raising concerns about accountability, liability, and enforceability in the absence of a single legal
anchor [4].

A central issue lies in the classification of digital identity data under regional regulations such
as the General Data Protection Regulation (GDPR) in the European Union or the Personal Data
Protection Law (PDPL) in jurisdictions across the Middle East and Asia. While blockchain promotes
transparency and immutability, these attributes may conflict with legal principles such as the right to
be forgotten or data rectification. To resolve this tension, emerging identity systems incorporate
privacy-preserving technologies and adopt «off-chain first» design strategies, wherein only non-
sensitive references or cryptographic hashes are stored on-chain.

Cross-border use cases further complicate regulatory alignment due to disparities in legal
definitions of identity, trust frameworks, and electronic signature recognition. For example, an
identity credential recognized in one country may not meet the legal evidentiary standards in another,
particularly when the underlying issuer is not part of an approved trust list [5]. To address this
fragmentation, interoperability frameworks and legal harmonization efforts-such as the eIDAS 2.0
regulation and the UN model laws on electronic commerce-seek to establish common ground for
cross-recognition of decentralized identities. However, their adoption remains uneven and often lags
behind technological innovation.

Interoperability and standardization challenges in decentralized identity ecosystems

Interoperability is a fundamental requirement for blockchain-based identity systems, especially
in cross-border contexts where infrastructures, legal frameworks, and trust models differ widely.
Without shared standards for credential exchange and validation, identity systems remain siloed and
fail to deliver on the promise of user-controlled, portable, and verifiable digital identity. Achieving
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meaningful interoperability requires consistent support for credential lifecycle management, trust
resolution, and technical compatibility across diverse platforms and institutions.

Most implementations rely on established standards that define identity object formats and
cryptographic validation mechanisms [6]. These standards enable credentials issued in one system to
be accepted and verified in another, even when underlying technologies differ. However, practical
interoperability is often hindered by mismatched implementations, inconsistent governance models,
and incompatible methods for credential anchoring and resolution across distributed ledgers.

Technical challenges include variation in DID resolution across networks, discrepancies in
credential schemas, and fragmented support for secure credential presentation. While VCs may follow
the same structural specification, differences in how issuers handle metadata, revocation, and
assurance levels lead to verification uncertainty. In addition, trust frameworks that govern identity
ecosystems are often locally administered, resulting in divergent credential acceptance policies that
complicate transnational recognition.

To mitigate these issues, several initiatives have introduced interoperability profiles, cross-
ledger resolution tools, and conformance frameworks. Projects such as DIF, the Trust over IP
Foundation, and EBSI contribute to establishing bridges between identity networks and improving
semantic alignment [7]. Real-time credential exchange is increasingly facilitated using standardized
communication protocols like DIDComm and OID4VP, allowing identity holders and verifiers to
interact reliably across system boundaries.

Achieving true interoperability, however, requires more than protocol compliance. Trust
interoperability must also be established through legally recognized credential policies, shared
governance procedures, and cross-jurisdictional assurance frameworks. Only by combining technical,
institutional, and regulatory alignment can blockchain-based identity systems support secure,
seamless digital interactions on a global scale.

Privacy and data governance in blockchain identity systems

The protection of personal data in decentralized digital identity ecosystems involves resolving
the inherent tension between transparency and confidentiality. This challenge is particularly
pronounced in cross-border applications, where jurisdictions impose divergent data protection rules
and expectations. Immutable data trails, while beneficial for audit and verification, may contradict
privacy principles such as data erasure and minimal disclosure.

To address these concerns, modern identity platforms deploy layered governance and technical
mechanisms. These include zero-knowledge proofs, selective disclosure techniques, and off-chain
data vaults, which together allow users to prove statements about their identity without disclosing
raw data. At the same time, permissioned access rules and decentralized control models ensure that
information flows remain traceable but limited in exposure [8].

Figure 2 illustrates the combined application of governance layers and privacy technologies.
The flowchart highlights how consent-based access control, encrypted storage, and modular identity
components work together to create a privacy-aware, cross-compatible system. By distributing
control across users, issuers, and verifiers, and separating data layers from verification logic, these
architectures offer scalable privacy protection aligned with global regulatory diversity.

Data governance model

A \ N

identity

revocation

network | | data access
control policies

Figure 2. Layered architecture for privacy and data governance in blockchain identity systems
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A conceptual figure illustrating the interaction between technical privacy enablers and
governance components in decentralized identity platforms. The diagram emphasizes the modular
separation of data storage, access control, and verification logic, enabling compliance with diverse
privacy regulations through selective disclosure, encrypted off-chain storage, and user-centric consent
models [9].

Trust frameworks and institutional adoption barriers

The adoption of blockchain-based digital identity systems at a national and cross-border scale
is contingent upon the establishment of formal trust frameworks that define roles, responsibilities,
and assurance levels among participating institutions. These frameworks serve as the backbone for
evaluating credential validity, ensuring interoperability, and providing mechanisms for dispute
resolution. Without such agreements, decentralized identity networks remain fragmented, unable to
achieve the consistency and reliability required for high-stakes transactions such as immigration,
finance, or cross-border e-health services.

Institutional actors-such as governments, banks, and regulatory authorities-are often cautious
in adopting decentralized solutions due to concerns over accountability, legal enforceability, and
technological maturity [10]. Traditional identity systems are deeply integrated with legacy databases
and centralized verification mechanisms, which makes integration with blockchain-based platforms
both technically and administratively complex. Furthermore, questions arise regarding governance
authority in decentralized networks: Who defines trust rules? Who manages revocation lists? Who
ensures compliance across jurisdictions?

Trust frameworks address these concerns by establishing a layered structure of trust anchors,
assurance policies, and credential exchange protocols. These elements allow entities to map their
internal trust requirements onto external systems, provided they share aligned verification standards.
In cross-border contexts, trust must be both legally recognized and cryptographically verifiable,
which presents challenges in aligning national identity laws, digital signature regimes, and data
protection policies. While initiatives such as eIDAS 2.0 and the Pan-Canadian Trust Framework offer
blueprints, global consensus remains limited.

An additional barrier to institutional adoption is the lack of unified certification standards for
decentralized identity components. Many emerging platforms rely on custom smart contracts,
proprietary DID registries, and non-audited wallet implementations, which undermine institutional
confidence and risk regulatory non-compliance. Without trusted certification bodies, it becomes
difficult to assess the security, stability, and auditability of these systems. This leads to slow
procurement cycles, pilot stagnation, and siloed deployments that lack scalability.

To overcome these challenges, efforts must focus on multilateral agreements, technical
conformance testing, and open governance. Institutions require not only the technological tools to
interface with decentralized identity networks but also legal clarity and operational guidance. Pilot
programs involving public-private partnerships, sandbox environments, and cross-border trials are
essential to build institutional trust, validate models, and support iterative policy formation. In doing
so0, blockchain-based digital identity systems may evolve from experimental technology into a reliable
infrastructure for global identity assurance.

Institutional stakeholders and trust orchestration in decentralized identity systems

The successful deployment of blockchain-based identity infrastructures depends not only on
technological soundness but also on the coordinated involvement of diverse institutional stakeholders.
These include government agencies, regulatory bodies, financial institutions, educational authorities,
and technology providers-all of which play distinct yet interdependent roles in the construction and
validation of digital trust ecosystems [11]. Without institutional alignment, decentralized identity
networks risk fragmentation, non-recognition, and legal uncertainty.

Each stakeholder brings a unique set of responsibilities to the ecosystem. Governments are often
responsible for anchoring foundational identities (such as passports or national IDs), establishing
legal trust frameworks, and enforcing data protection standards. Financial institutions and telecom
providers frequently act as attribute issuers, validating user identities for Know Your Customer
(KYC) and authentication purposes. Regulators define compliance boundaries and technical
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standards, while technology vendors provide infrastructure, credential wallets, and integration
interfaces. Effective trust orchestration requires formal mechanisms to coordinate these roles and
ensure shared adherence to credential assurance policies.

Figure 3 depicts a layered model of institutional participation in blockchain-based identity
networks. It illustrates how trust anchors, credential issuers, verifiers, and governance bodies interact
through formalized protocols and interoperability agreements. The flow of credentials and assurance
metadata is shown as a dynamic exchange, mediated by policy enforcement components and
governed through modular trust registries.

Public authorities

Create and
enforce policies

Maal Trust frameworks Sl gl
recognition standards
agreements

Mutual : .
el |dentity providers
agreements

Acce\pt\ Relyiying
assurances Credential holders parties

Figure 3. Institutional stakeholders and trust orchestration layers

This structural model highlights the modular and multilateral nature of trust in decentralized
environments. Rather than relying on a single central authority, legitimacy is derived from
overlapping validations across a federated trust mesh. Stakeholders may operate under different
jurisdictions and assurance levels, but by adhering to shared credential formats, policy vocabularies,
and certification mechanisms, they can collaborate without sacrificing sovereignty or security. This
makes the model particularly suitable for cross-border digital ecosystems, where decentralization is
necessary to reconcile diverse institutional mandates while enabling seamless, user-centric identity
experiences.

A schematic representation of institutional roles and governance coordination in decentralized
digital identity ecosystems. The diagram visualizes how credential issuers, verifiers, regulators, and
trust anchors interact through policy-driven exchanges, federated governance structures, and dynamic
trust registries to support scalable, cross-border identity assurance.

Conclusion

Blockchain-based digital identity systems offer a transformative alternative to traditional
centralized models, particularly in contexts requiring secure, verifiable, and portable identity
credentials across national borders. Through decentralized trust mechanisms, cryptographic
verification, and user-centric control, these systems promise to resolve long-standing challenges
related to data fragmentation, privacy risks, and cross-jurisdictional interoperability.

This study has examined the architectural components, governance principles, and institutional
dynamics that underpin the deployment of decentralized identity networks. Particular attention was
given to privacy-preserving technologies, legal alignment, interoperability standards, and multilateral
trust frameworks. The analysis shows that while technical standards such as DIDs and verifiable
credentials provide a solid foundation, the success of cross-border adoption ultimately depends on
regulatory convergence, institutional collaboration, and robust certification ecosystems.

Looking forward, the maturation of governance models, integration with public sector
infrastructure, and participation of international consortia will be essential for scaling blockchain-
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based identity solutions globally. By aligning technology, law, and policy, decentralized identity
systems can become a core enabler of trusted digital interaction in an increasingly interconnected
world.

References
1. Supangkat S.H., Firmansyah H.S., Rizkia I., Kinanda R. Challenges in Implementing Cross-
Border Digital Identity Systems for Global Public Infrastructure: A Comprehensive Analysis // IEEE
Access. 2025.
2. El Haddouti S., Ouaguid A., Ech-Cherif E.l., Kettani M.D. Fedidchain: An innovative
blockchain-enabled framework for cross-border interoperability and trust management in identity
federation systems // Journal of Network and Systems Management. 2023. Vol. 31. No. 2. P. 42.
3. Kulothungan V. A blockchain-enabled approach to cross-border compliance and trust // 2024
IEEE 6th International Conference on Trust, Privacy and Security in Intelligent Systems, and
Applications (TPS-ISA). IEEE. 2024. P. 446-454.
4. Zhou F., Liu Y. Blockchain-enabled cross-border e-commerce supply chain management: A
bibliometric systematic review // Sustainability. 2022. Vol. 14. No. 23. P. 15918.
5. Broshka E., Jahankhani H. Evaluating the Importance of SSI-Blockchain Digital Identity //
Navigating the Intersection of Artificial Intelligence, Security, and Ethical Governance. 2024. P. 87.
6. Chen J., Lu F.,, Liu Y., Peng S., Cai Z., Mo F. Cross trust: A decentralized MA-ABE
mechanism for cross-border identity authentication // International Journal of Critical Infrastructure
Protection. 2024. Vol. 44. P. 100661.
7. Wang F., Gai Y., Zhang H. Blockchain user digital identity big data and information security
process protection based on network trust // Journal of King Saud University-Computer and
Information Sciences. 2024. Vol. 36. No. 4. P. 102031.
8. Buttar A.M., Shahid M.A., Arshad M.N., Akbar M.A. Decentralized Identity Management
Using Blockchain Technology: Challenges and Solutions // Blockchain Transformations: Navigating
the Decentralized Protocols Era. Cham: Springer Nature Switzerland. 2024. P. 131-166.
9. Eyo-Udo N.L., Agho M.O., Onukwulu E.C., Sule A.K., Azubuike C., Nigeria L., Nigeria P.
Advances in Blockchain Solutions for Secure and Efficient Cross-Border Payment Systems //
International Journal of Research and Innovation in Applied Science. 2024. Vol. 9. No. 12. P. 536-
563.
10.  Dudak A., Israfilov A. Application of blockchain in IT infrastructure management: new
opportunities for security assurance // German International Journal of Modern Science. 2024. Ne 92.
P. 103-107.
11.  Saranya S., Manikandan K., Nagaraju J., Nagendiran S., Geetha B.T. Blockchain-Based
Identity Management: Enhancing Privacy and Security in Digital Identity System // 2024 7th
International Conference on Contemporary Computing and Informatics (IC3I). IEEE. 2024. Vol. 7.
P. 1620-1625.

Ne 1/2025 Journal «Professional Bulletin. Information Technology and Security» 54



The scientific publishing house «Professional Bulletin»

UDC 004.89

AUTONOMOUS INTELLIGENT AGENTS IN DECISION SUPPORT
SYSTEMS FOR CRITICAL INFRASTRUCTURE

Gvilava N.T.
postgraduate student, llia State University (Tbilisi, Georgia)

ABTOHOMHBIE UHTEJIVIEKTYAJIBHBIE ATEHTBI B CUCTEMAX
HNOAAEPKKHU NPUHATUA PEHIEHUU [JIA KPUTHUYECKU BAYKHOU
NHO®PACTPYKTYPbBI

I'sunasa H.T.
acnupanm, Mnutickuii 20cyoapcmeennblil yHueepcumen
(Tounucu, I py3zus)

Abstract

The integration of autonomous intelligent agents into decision support systems enhances the
capacity of critical infrastructure to operate reliably in dynamic and uncertain environments. These
agents provide essential functions such as real-time monitoring, adaptive response, distributed
coordination, and learning-based optimization. The article examines the functional architecture,
communication patterns, and implementation strategies of autonomous agents across different
infrastructure domains. Through architectural modeling, decision logic representation, and analysis
of scalability and fault tolerance, the study demonstrates how agents support resilient, decentralized
decision-making. Particular attention is given to layered integration, enabling agents to function
effectively at sensing, control, coordination, and strategic levels. The findings contribute to the
development of intelligent, explainable, and adaptable decision support frameworks for infrastructure
resilience.

Keywords: autonomous agents, critical infrastructure, decision support systems, adaptive
control, distributed coordination, fault tolerance, intelligent monitoring.

AHHOTAIHUA

NHrerpanuss aBTOHOMHBIX MHTEIUIEKTYaJIbHBIX areHTOB B CUCTEMBI NOAACPKKU IPUHATHUS
pelIeHU TMOBBIIMIAET YCTOHYMBOCTh KPUTHUECKONW HH(PACTPYKTYphl K HEONPEACIEHHOCTH H
BHEIIIHUM BO3JCUCTBUAM. Takue areHThI BBIMOJIHAIOT KJIF0UeBble ()YHKIIMU: MOHUTOPUHT B pEalbHOM
BPEMEHH, aJAlITUBHOE PEAarupoOBaHUE, PACIPENCIEHHYI0 KOOPAUHALMIO U ONTUMHU3ALMI0 HA OCHOBE
oOyueHusi. B ctarbe paccMaTpuBaroTcs PyHKIIMOHAIBHAS APXUTEKTYPa, KOMMYHHKAIIMOHHbIE CXEMBI
U CTpaTeruu BHEAPEHHs areHTOB B Pa3JIMYHBIX MH(PACTPyKTypHBIX KOHTeKkcTax. Ilyrém anammza
ApXUTEKTYPHBIX MOJENEH, JOTWKM NPUHATHS PEIICHUH M MEXaHU3MOB MacIITabupyeMOCTH U
OTKa30yCTOMYMBOCTU IOKAa3aHO, KaK areHTHbIE CHCTEMBl OOECIEUMBAIOT JACLEHTPAIU30BAaHHOE U
ycroifunBoe ympasineHre. Oco6oe BHUMAaHUE Y/IeJIeHO MHOTOYPOBHEBOM WHTETPALMU areHTOB - OT
YPOBHS CEHCOPOB UM KOHTPOJSA N0 KOOpAMHALMA M  CTPATErMYecKOro IIJIAaHUPOBAHMS.
[IpencraBieHHbIe pe3yabTaThl CIOCOOCTBYIOT (POPMUPOBAHHIO MHTEIUIEKTYATIbHBIX M aJallTUBHBIX
1aTGOPM ISl OBBIMICHHS HAAEKHOCTH HHPPACTPYKTYPHBIX CUCTEM.

KiroueBble c10Ba: aBTOHOMHBIE areHTbl, KPUTHYECKas HH(QPACTPyKTypa, CHUCTEMBI

MOAJNCPKKHA TIPUHATHS PELICHUH, aJanTUBHOE YIPABICHUE, paclpelernéHHas KOOpAWHALus,
OTKa30yCTOWYHUBOCTb, UHTEIUICKTYaJIbHBII MOHUTOPHHT .
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Introduction

Ensuring the operational stability and security of critical infrastructure requires the
implementation of advanced control systems capable of autonomous decision-making under high
uncertainty. Traditional decision support systems (DSS) often rely on static algorithms and predefined
scenarios, which significantly limits their adaptability to complex, dynamic environments. The
increasing complexity of modern infrastructure-encompassing energy, transport, healthcare, and
communication sectors-demands the integration of intelligent components capable of real-time data
processing, context-aware reasoning, and proactive response generation. In this context, the use of
autonomous intelligent agents (AIA) emerges as a promising paradigm for enhancing the
responsiveness, resilience, and adaptability of DSS in high-stakes operational domains.

Autonomous intelligent agents represent a class of software entities equipped with autonomous
behavior, learning mechanisms, and decision-making capabilities based on artificial intelligence (AI)
algorithms. These agents are designed to perceive environmental changes, evaluate potential
outcomes, and execute actions with minimal or no human intervention. When integrated into DSS for
critical infrastructure, AIA can facilitate continuous system monitoring, predictive analysis, and
adaptive control in response to emerging threats or system deviations. Their distributed nature also
allows for scalable and decentralized decision-making, which is essential in large, interconnected
infrastructures where centralized control becomes a bottleneck or a point of vulnerability.

The objective of this study is to analyze the functional role, architectural models, and
implementation challenges of autonomous intelligent agents in decision support systems serving
critical infrastructure. The article explores key design principles, compares existing implementations,
and evaluates their performance in terms of adaptability, fault tolerance, and real-time responsiveness.
The study is grounded in recent advancements in multi-agent systems, machine learning, and cyber-
physical infrastructure management, aiming to contribute to the development of resilient, self-
organizing, and intelligent control frameworks capable of operating reliably under uncertainty and
stress conditions.

Main part

Functional architecture of autonomous intelligent agents in decision support systems

The integration of autonomous intelligent agents into decision support systems requires a well-
defined architectural framework that supports autonomy, communication, adaptability, and system-
wide coordination. The architecture must be capable of processing heterogeneous data flows,
interpreting complex operational contexts, and initiating timely and optimal actions without direct
human input. Unlike traditional centralized models, which are limited in scalability and
responsiveness, modern AIA-based DSS rely on modular, distributed, and often hybrid architectures
combining rule-based reasoning with machine learning (ML) components.

A typical functional architecture of an AIA in a DSS environment includes several interrelated
layers: the perception layer, responsible for data acquisition and preprocessing; the reasoning and
inference layer, where contextual analysis and decision-making occur; the learning layer, enabling
adaptation based on historical performance and environmental feedback; and the actuation layer,
which interfaces with external systems to execute actions. Each agent in the system operates semi-
independently, yet remains synchronized through a shared knowledge base and communication
protocols. This architecture facilitates scalability and robustness, enabling critical infrastructure
systems to handle both routine operations and unexpected disruptions [1].

Figure 1 presents a generalized architectural model of autonomous intelligent agents embedded
in a DSS for critical infrastructure. The diagram illustrates the flow of information between layers,
the interaction between agents, and the feedback mechanisms necessary for learning and adaptation.
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Figure 1. Functional architecture of autonomous intelligent agents in a decision support system

Figure 1 clearly outlines the hierarchical structure and data flow mechanisms that underpin
agent-based decision support systems. By enabling autonomous agents to continuously interact with
their environment and adjust their behavior through feedback and internal learning, the architecture
supports scalable, resilient, and adaptive operations-critical for maintaining functional integrity in
complex infrastructure systems.

Key functional capabilities of autonomous agents in infrastructure-level decision
processes

The implementation of autonomous agents in infrastructure-focused DSS relies on their ability
to execute a specific set of functional capabilities critical for real-time system resilience. Among these
capabilities, situational awareness holds central importance, enabling agents to interpret sensor
inputs, detect deviations, and correlate internal events with broader operational contexts [2]. Through
continuous perception and analysis, agents contribute to early anomaly detection and dynamic
adaptation in high-risk environments. Their ability to autonomously manage this complexity makes
them suitable for infrastructures where human response times may be insufficient or error-prone
under stress.

Another vital capability is decentralized coordination, which allows agents to operate
cooperatively while remaining partially independent. This is particularly relevant in domains such as
smart grids, water distribution networks, and transport control systems, where information latency or
single-point failures can have cascading consequences. Agents exchange status updates, local
forecasts, and decision justifications, enabling the system as a whole to maintain coherence and
redundancy. Such coordination requires robust communication protocols, distributed consensus
mechanisms, and role-based agent design to prevent conflicts and ensure synchronization across
subsystems.

Additionally, adaptive learning is fundamental to improving long-term performance. Agents
must go beyond rule-based responses by integrating supervised, unsupervised, or reinforcement
learning approaches depending on the scenario. This allows them to refine their decision logic over
time, adapting to evolving environmental conditions and threat models. In infrastructure contexts,
this capability supports predictive maintenance, traffic flow optimization, load balancing, and other
efficiency-driven goals. Ultimately, the integration of these functions allows autonomous agents to
extend the intelligence of DSS beyond static models, enabling continuous system improvement and
real-time operational assurance.

The effective deployment of these functional capabilities also depends on agents’ capacity to
manage uncertainty and incomplete information, a common challenge in real-world infrastructure
environments. Critical systems frequently operate under conditions where data may be noisy, delayed,
or partially unavailable due to sensor malfunctions, network congestion, or cyber incidents.
Autonomous agents must therefore employ probabilistic reasoning, fuzzy logic, or belief models to
infer system states and support decisions under ambiguity. This uncertainty management is crucial
for maintaining safety and functionality when deterministic models prove inadequate [3].
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Moreover, the resilience of infrastructure supported by agents depends on their fault tolerance
and capacity for graceful degradation. Agents must detect internal failures, isolate compromised
nodes, and reallocate tasks among healthy components to preserve core functionality. This is
particularly relevant in cyber-physical systems where hardware faults, cyberattacks, or cascading
outages can disrupt coordination. Embedded self-checking mechanisms and agent-level redundancy
are essential for localizing and mitigating the impact of such disruptions. These features ensure that
critical infrastructure can continue operating in a degraded but controlled state until full recovery is
possible.

Finally, the integration of agents with human operators must be designed to facilitate trust,
transparency, and controllability. While autonomy is a central feature, critical infrastructure still
demands human oversight, particularly in cases involving ethical trade-offs or emergency override.
Agents must be able to explain their decisions, communicate alerts effectively, and accept operator
input when necessary. Human-in-the-loop mechanisms, explainable AI components, and supervisory
control interfaces help bridge the gap between automated intelligence and operational responsibility.
These interfaces are indispensable in sectors where regulatory compliance and public accountability
are paramount.

Agent-based decision logic and example implementation in infrastructure context

Autonomous agents must operate on flexible decision logic capable of reacting to changes in
the environment, system state, and interaction with other agents. This logic can be encoded through
rule-based structures, decision trees, or learning-enhanced control flows. In infrastructure systems,
such logic governs actions like fault isolation, resource reallocation, emergency response, and risk
prioritization [4]. To illustrate the basic implementation of this logic, a simplified pseudocode
representation is provided below. It models an agent that monitors critical metrics (e.g., temperature,
pressure, load) and responds based on a threshold- and state-aware decision framework.

class Infrastructureagent:
def init  (self, id, threshold map, critical zones):
selfid =1d
self.threshold map = threshold map
self.critical zones = critical_zones
self.status = "normal"

def sense_environment(self, sensor data):
self.metrics = sensor_data
self.analyze status()

def analyze_status(self):
for metric, value in self.metrics.items():
threshold = self.threshold map.get(metric, None)
if threshold and value > threshold:
self.status = "alert"
self.respond(metric, value)

def respond(self, metric, value):
if metric in self.critical zones:
self.status = "critical"
self.trigger emergency_ protocol(metric, value)
else:
self.status = "warning"
self.issue_warning(metric, value)

def trigger emergency protocol(self, metric, value):
print(f"[ {self.id} ] CRITICAL: {metric} = {value}. Emergency protocol initiated.")

defissue_warning(self, metric, value):
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print(f'[ {self.id} ] WARNING: {metric} = {value}. Monitoring closely.")

# Example usage

agent = Infrastructure Agent(
1d="Node-7",
threshold map={"temperature": 75, "pressure": 120},
critical zones=["temperature"]

)

sensor_input = {"temperature": 82, "pressure": 110}
agent.sense_environment(sensor_input)

The presented example demonstrates a basic agent capable of monitoring key parameters,
identifying threshold breaches, and executing context-sensitive responses. In practice, such logic is
extended with probabilistic inference, machine learning classifiers, and multi-agent communication
layers. However, even in this simplified form, the model illustrates essential patterns: autonomous
sensing, condition-based classification, and action generation. These form the foundation for scalable,
adaptive control in real-time infrastructure environments [5].

Communication and coordination patterns in multi-agent infrastructure systems

The effectiveness of autonomous agents in critical infrastructure depends not only on individual
capabilities but also on how agents communicate, coordinate, and make distributed decisions as a
collective system. Multi-agent communication architectures must enable real-time information
exchange, synchronization of shared objectives, and resolution of conflicting actions. These systems
are particularly relevant in energy networks, urban mobility grids, and water distribution systems,
where local conditions affect global stability. Coordination mechanisms are typically based on
consensus protocols, role-based agent hierarchies, or behavior-driven negotiation models.

Agents often utilize a combination of broadcast, peer-to-peer, and hierarchical messaging
depending on system topology and latency constraints. For example, in energy infrastructure, grid
balancing agents exchange load information, negotiate load shedding, or reroute flows dynamically.
Failure to coordinate can lead to cascading faults or inefficient resource usage. Therefore, effective
agent communication must be fault-tolerant, low-latency, and bandwidth-aware, particularly in
infrastructure where communication delays can compromise safety or compliance [6].

Figure 2 illustrates typical communication and coordination patterns in a distributed multi-agent
system embedded within a decision support framework for critical infrastructure. The diagram

highlights how agents form clusters, route messages, and align decisions through shared protocols
and local autonomy.
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Figure 2. Communication and coordination patterns in multi-agent infrastructure systems
Figure 2 illustrates the multi-layered structure of agent communication, where clusters operate
semi-independently while maintaining coordination through central broadcasting and inter-cluster
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synchronization. This architecture enhances the system’s ability to respond to localized disruptions
while preserving global stability, making it particularly suitable for large-scale, heterogeneous
infrastructure environments.

Scalability and fault tolerance in agent-based infrastructure systems

The deployment of autonomous agents in large-scale infrastructure environments necessitates
architectures that are inherently scalable and fault-tolerant. As systems grow in complexity-spanning
geographically distributed assets, heterogeneous technologies, and multi-domain interactions-the
underlying agent framework must support seamless expansion and resilience to localized or systemic
failures. Scalability in this context implies that agents can be added or reconfigured dynamically
without compromising the performance or consistency of the overall decision-making process.

A key enabler of scalability is the modular design of agent clusters, each responsible for a
specific functional or geographic domain [7]. These clusters can operate semi-independently while
adhering to shared communication protocols and global objectives. Distributed control, as opposed
to centralized orchestration, reduces bottlenecks and increases parallelism in computational
processes. Moreover, agents within these clusters can autonomously negotiate role reassignments and
data handovers, enabling real-time adaptation to changing operational loads or physical topology.

Fault tolerance is achieved through redundancy, replication, and local recovery mechanisms.
Agents must be capable of detecting malfunctioning peers, redistributing tasks, and maintaining a
degraded yet operational service state. In mission-critical systems such as transportation control or
power grid management, such continuity is essential to avoid cascading disruptions. Techniques like
agent health monitoring, failover procedures, and consensus-based state replication help maintain
stability under adverse conditions. Importantly, these mechanisms must be lightweight enough to
operate within the resource constraints typical of embedded systems and edge devices commonly
used in infrastructure.

Integration levels of autonomous agents across infrastructure domains

The application of autonomous agents across infrastructure sectors requires domain-specific
adaptation strategies, as the nature of decision processes, latency constraints, and safety requirements
varies significantly between contexts [8]. In sectors such as power distribution, agents must operate
under real-time constraints with strict reliability guarantees, whereas in logistics or urban mobility
systems, responsiveness may be balanced with optimization goals. The integration of agents into
existing infrastructure therefore occurs across multiple functional levels: sensing, local control,
coordination, and strategic management.

Figure 3 shows the hierarchical integration of autonomous agents into four key operational
layers of critical infrastructure systems. The structure enables scalable deployment of agent
functionality - starting from sensing and anomaly detection, progressing through local control and
coordination, and culminating in strategic management [9]. Each level addresses distinct operational
challenges related to autonomy, decision latency, and data complexity, providing a framework for
positioning agent roles in accordance with system-critical requirements.

/ : S
- Real-time Predictive
~ monitoring maintenance

Fault

detection Resource

optimization

Figure 3. Integration levels of autonomous agents across infrastructure domains
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The layered structure reflects the progressive deepening of agent functionality, from basic
sensing and anomaly detection to strategic-level reasoning and coordination. This hierarchy ensures
that autonomous agents can be effectively positioned within the appropriate operational context,
allowing for both localized responsiveness and system-wide optimization.

Conclusion

The growing complexity and interdependence of critical infrastructure systems necessitate the
use of decision support frameworks capable of operating reliably under uncertainty, stress, and scale.
Autonomous intelligent agents, when integrated into such systems, enable real-time responsiveness,
decentralized control, and adaptive learning-capabilities that are essential for ensuring operational
continuity and resilience. Their layered integration, from anomaly detection to strategic coordination,
allows for fine-grained deployment tailored to the specific demands of various infrastructure domains.

The analysis has demonstrated that functional architectures built around perception, reasoning,
learning, and action enable agents to autonomously detect, interpret, and respond to evolving
operational contexts. Scalability and fault tolerance are achieved through modular clustering,
distributed coordination, and self-recovery mechanisms, while effective communication protocols
support collaboration across agent groups. These features collectively contribute to a more robust and
intelligent decision support environment capable of enhancing the reliability and efficiency of
infrastructure systems.

The continued advancement of agent-based approaches, supported by explainable decision
models, human-in-the-loop integration, and domain-specific adaptation, will be instrumental in
shaping the future of infrastructure resilience. As critical systems evolve in complexity and exposure,
autonomous intelligent agents offer a scalable, adaptive, and intelligent solution for managing risk,
optimizing performance, and supporting informed, real-time decision-making at all operational
levels.
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AHHOTaNUA

OntuMuzaiust pacrpeneneHuss pecypcoB B Mepu(epUHHBIX BBIYUCIUTENBHBIX CHCTEMax
TpeOyeT yuéra crieu(UKN MPUI0KEHUH peaNbHOr0 BPeMEHH, BKIIOUask )KECTKUE OTPaHUYCHUS O
3aJiepKKe, YCTOMUMBOCTH K Teperpy3kaM M HeOOXOAMMOCTh JIOKaJbHOW 00paOOTKM JTaHHBIX.
[Ipencrasnen ananu3 TpeOoBaHUH K apxuTekTypam edge-cerel, KiacCH(PpUIMPOBAHBI MPUKIIAIHbIC
CleHapud ©  CGHOPMYIUPOBAHBI KpPUTEPUH APPEKTHUBHOCTH pacmperencHus. BwiaeneHs
QITOPUTMHUYECKHUE TOAXOJbl K Ha3HAYCHUIO 3a/ad M TPOAHAIM3UPOBAHO BIHUSHHE CETEBBIX
napaMeTpoB Ha CTpareruio ympapieHus. [loka3aHa 3HAYMMOCTh KOHTEKCTHO-aJaTMBHBIX U
rUOpUIHBIX ~ METOJIOB, 00eCcreYnBarOIIUX OamaHc MEX1y  IPOU3BOAMUTEIBHOCTHIO,
OTKa30yCTOMYMBOCTHIO U MACIITA0OMPYEMOCTbIO CUCTEM edge-KOMIIBIOTHHTA.

KiroueBble cioBa: nepudepuiiHble BBIYHCICHUS, paclpellelieHue PecypcoB, MPHIOKCHHS
peanbHOro BpeMeHH, edge-ceTH, aaanTUBHBIC allTOPUTMBI, 33/IepKKa, OaTaHCUPOBKA HATPY3KH.

OPTIMIZATION OF RESOURCE ALLOCATION IN EDGE COMPUTING
SYSTEMS FOR REAL TIME APPLICATIONS

Zabelin R.T.
bachelor's degree, Bauman Moscow state technical university
(Moscow, Russia)

Levshits V.E.
bachelor's degree, Bauman Moscow state technical university
(Moscow, Russia)

Abstract

Resource allocation in edge computing systems must account for the strict timing, reliability,
and locality requirements of real-time applications. This study provides a structured analysis of edge
architectures, application classes, and optimization criteria for task distribution. Several algorithmic
strategies are outlined, including priority-based, delay-aware, and predictive methods, with particular
attention to network dynamics and heterogeneity. Emphasis is placed on the role of adaptive and
hybrid models that enhance resilience and performance in dynamic computing environments.

Keywords: edge computing, resource allocation, real-time applications, task scheduling,
adaptive algorithms, latency, load balancing.
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Beenenue

Cucremsbl nepudepuifHbIX BBIYUCIEHUH (edge computing) CTAaHOBSITCS KITFOYEBBIM JIEMEHTOM
COBPEMEHHOW pachpeneaéHHON IUQpoBod HMHOPACTPYKTYpPhl, OCOOCHHO B TPHIOKEHUSIX,
MPEIbABISAIONINX KECTKUE TPEOOBaHMSA K 3a/IepKKe, HAIEKHOCTH U JIOKAIBbHOM 00paboTKe TaHHBIX.
B oTnuume OT TpPAaAMUIMOHHBIX OOJIAYHBIX APXUTEKTYp, edge-BbIUUCIEHHUs 00eCleunBaoT
BBITIOJIHEHUE BBIYUCIUTEIbHBIX 337a4 BOJM3M HMCTOYHHKOB JAaHHBIX - Ha YpPOBHE CEHCOPOB,
MOOWJIBHBIX YCTPOHCTB M JIOKQJBHBIX IIJTFO30B, YTO 3HAYUTEIBHO CHIDKAET BpEMs OTKIMKA WU
YMEHBIIAEeT HArpy3Ky Ha LEeHTpayibHble y3ibl. OnHako 3¢ dexkTrBHOE (QYHKIIMOHUPOBAHHE TaKUX
cucreM TpeOyer TMOKMX H JAMHAMUYECKH aJalNTHPYEMBIX MEXaHHU3MOB  YIpPaBJICHUS
BBIUUCIIUTENIEHBIMU M CETEBBIMU PECYPCAMHU.

OcobeHHO ocTpo mpobiemMa pachpeseNieHHsl PecypcoB BCTAET B NPHIIOKEHUSX pPEalbHOTO
BPEMEHHU, TAaKUX KaK aBTOHOMHOE BOXKJICHHE, MPOMBIIUICHHAS aBTOMATHU3alusl, TUCTAHIIMOHHOE
MEIULMHCKOE HAOII0IeHUE U TaKTHIbHBIA MHTEPHET. 3/1eCh Ja)Ke HE3HAUMTENIbHAS 3a/IepKKa WIN
neperpysKa oJHOTO U3 Y3JI0B MOXKET IPUBECTH K JIerpaialluil KauyecTBa 00CIyKUBAHHS, HAPYLICHUIO
0€30MacHOCTH WJIM TIOJTHOM HEJOCTYNMHOCTU KPUTUYECKHU BaXXHOH (QyHKIMHU. B yCloBHSIX BBICOKON
M3MEHYMBOCTH HArpy3KH, pa3HOOOPa3Hsl BHIYUCIUTENBHBIX TPOQHIICH U OTPpaHUYEHHOCTH PECYPCOB
Ha Tepudepuu TPAJAUIMOHHBIE AITOPUTMbI YIpPABICHUS CTAHOBATCS HEI(Y(HEKTUBHBIMU WIIH
M30BITOYHO 3aTPAaTHBIMH.

Lenb HaCTOSIIErO MCCIENOBAaHUS - pa3paboTKa U 0OOCHOBAHHE MOAXOIOB K ONTUMHU3AINH
pacripesieieHusi pecypcoB B NepupEpUHHBIX BBIYMCIUTEIBHBIX CUCTEMax C YYETOM TpeOOBaHHMA
peanbHOro BpeMeHH. B pamkax paboThl paccMaTpUBaIOTCS CYIIECTBYIOIINE ApXUTEKTYPHBIE MOIEITH
edge-00paboTkH, KIacCUUIMPYIOTCS THIIOBBIE CIICHAPUU MPUIOKECHUH, aHATU3UPYIOTCS KPUTEPUN
KayecTBa paclpeieIeHUs] pECypCoB U MPeIaraloTcs alropuTMHUECKUE PELICHNUs], HAIIPaBJICHHBIC HA
JOCTIDKEHHE OajlaHca MEXAY BBIYMCIUTENbHON 3((EKTUBHOCTBIO, 3aEPKKOM M YCTOHUMBOCTBIO
CHCTEMBI B YCIOBUSAX OTPAHUYCHHOTO KOHTEKCTA U BHICOKON TMHAMMKH CPEJIBL.

OcHoBHas 4yacTh

Knaccupukanusi npuiiokeHMii peajibHOr0 BpPeMEHM U OCOOEHHOCTH HArpy3KH Ha
cucTeMbl edge-BbIYMCICHH

OntuMuzaiusi pacnpeiiesieHuss pecypcoB B cHCTeMax Nepu(epUiHBIX BBIYMCICHUN
HEBO3MO)KHA O€3 TMOHMMaHMs XapakTepa 3ajaad, A KOTOPHIX 3TH CHCTEMBbl MpPEIHA3HAYEHBI.
[TpunoxxeHUs: peasbHOTO BPEMEHHM CYIIECTBEHHO pa3MYalOTCs MO HWHTEHCUBHOCTH Tpaduka,
KPUTUYHOCTH K 3a/lep>KKaM, YCTOWYMBOCTH K IMEperpy3kam M HeoOXOJMMOMY YPOBHIO 00pabOTKU
TaHHBIX «HAa MECTe». DTU MapaMeTphl HAIIPSIMYIO BIUSIOT HA CTPATETUIO TUIAHUPOBAHUS M MUTPALUU
3aj1a4, BEIOOP apXUTEKTYPHBIX MIa0JIOHOB M aJITOPUTMOB yIIpaBiIeHus pecypcamu [1].

B ycnoBusix cereéi crnenyromero mnokoneHus (5G/6G), rae nepudepuiiHble BBIYUCICHUS
UCTIONB3YIOTCS 7151 00CTYKMBaHUS TE€TEPOr€HHBIX U IPOCTPAHCTBEHHO PACIIPENCIEHHBIX YCTPOICTB,
CTAaHOBUTCS aKTyaJIbHOW 3a/1a4a KJIACCH(PHUKALNYU MPUKIIAIHBIX CLIEHAPUEB M0 KPUTEPHUSIM HArpy3Ku
u TpeboBaHuii Kk KadecTBy oOcmyxuBanus (QoS). Takoil moaxon TO3BONSET HE TOJBKO
YHUDUIIUPOBATH MPUHIUIIBI ApXUTEKTYPHOTO MPOESKTUPOBAHMS, HO U (hOopMaIn30BaTh MapaMeTphl,
KOTOPBIE JOJDKHBI YYHUTBHIBATHCS MPHU JAWHAMHUYECKOM pacIlpelleIeHUN BBIUMCICHUH, XpaHEHUs U
MPOITYCKHOM CITIOCOOHOCTH Ha ypoBHE edge-y3i10B [2].

Tabmuma 1 comepXUT OOOOMIEHHYIO KIACCU(HUKAIMIO THUIOBBIX IPHJIOKEHUN PpeanbHOTo
BPEMEHH, UX XapaKTEPUCTHKH U KIIFOUEBbIe TPeOOBaHUS K CUCTeMaM NepruepUiHbIX BEIYUCICHHH,
HEOOXOIUMBIX [T UX dPPEKTUBHOMN MOIICPIKKH.

Tabmuna 1
XapaKTepUCTUKHU MPUIIOKEHUN peaIbHOTO BpEMEHU U TpeOOBaHUs K ccTeMaM nepudepritHbIxX
BBIYMCIICHUI
Kuacc npuiioxeHust Xapakrep Harpy3ku KiroueBble TpebGoBanus
ABTOHOMHOE BOXKJIEHUE BricokouactoTHast 00paboTka | MakcuMaabHO JOIyCTUMAsI
IIOTOKOB OT CEHCOPOB 3anepxkka < 10 mc
Kuacc npuiioxeHust Xapakrep Harpy3ku KiroueBble TpeGoBanus
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ITpoMbINICHHBIN [uknuueckue curnansl | ['apanTupoBanHas
KOHTPOJIb YHIPaBIECHUS U TEINEMETPUS IIPEJICKA3yEeMOCTh "
OTKa30yCTOMYUBOCTH

JlucTanmoHHas Huskas 3anmepkka, Bbicokasi | CTaOMIBHOCTH OTKJIMKA,

XUPYprust TOYHOCTb MEAMIMHCKAsI TOUHOCTb

Wurepner  Bemeld B | HeperymsipHeie coObITHs, | DHEPro3(h(HheKTUBHOCTH "

YMHBIX 3/1aHUSX BBICOKAsl BApUATUBHOCTh aJIalTUBHOCTH K COOBITHSM

Buneonabmronenue B | [TorokoBoe Bujaeo, Tpebyromee | O0paboTrka Oombmux 00BEMOB

peanbHOM BPEMEHU KOMIPECCUH U PeAoOpaboTKH | BUJEO B pealbHOM BPEMEHHU
[lokazanHass kinaccupuKanms MOAUEPKUBAET HEOOXOAMMOCTh KOHTEKCTHO-3aBHCHMOTO

MOJIXO0/1a K pacTpesieieHUIO pecypcoB. BrruncnuTenbHas apXUTEeKTypa JODKHA aaTHPOBAThCS HE
TOJBKO K OOBEMY BXOIAIIMX 334ad, HO U K CHEeUU(UKE KOHKPETHOTO NPHIIOKECHHUS, YUUTHIBAS
0COOEHHOCTH CETEBOTO B3aMMOJEHCTBHS, MPEACKa3yeMOCTh HAarpy3Kd U JIOMYCTHMbIC T'PAHHUIIBI
3aJiepKeK. IJTO TO3BOJIET TPOEKTUPOBATh  OTKA30yCTOMUYUBBIC, SHEProdpeKTHBHbIE U
MaciTabupyemble pereHus it KpUTHYECKU BaKHBIX CLIEHAPUEB PEaTbHOTO BPEMEHHU.

Kputepun onTumMuzanuu pacnpeaejaeHus pecypcoB B edge-cpene

Jnst 3¢h(hekTUBHOTO pachpenesieHus] pecypcoB B CHUCTeMax NepUEpUitHBIX BBIYUCICHHUH
HEOOXOIMMO YUYUTHIBaTh MHOXECTBO (DaKTOPOB, 3aBUCSIIMX KaK OT BHYTPEHHHUX I1apaMeTpOB
CHCTEMBI, TaK U OT BHEIIHUX yCIOBUHN 3KCIUTyaTallui. YHUBEPCAIbHBIE TOIX0/Ibl, OPUEHTHPOBAHHBIC
JUIIb HA OJMH KpUTEpUi (HampuMep, MHUHUMH3AIMIO 33JCP)KKH), HE Bcerna 00ecreyuBaroT
cOamaHCHPOBAaHHYIO paboTy B YCIIOBHSIX BHICOKOW HAarpy3KH, SHEPTO3aBUCUMOCTH M HECTAOMIIBHOCTH
kaHayioB [3]. B aToii cBA3M BO3HUKAeT HEOOXOAMMOCTH B (pOpManM3alMy KIIOUEBBIX KPUTEPHUEB
ONTUMM3AIMY, KOTOPhIE MOTYT HCIOJb30BAaThCS NPU TNPOCKTUPOBAHMHM CHCTEM YIPaBICHUS
pecypcamu.

Kpurepun BbpIOOpa BKIIIOUAIOT KaK KJIACCHYECKHE METPHKH - 3aJlepKKa, IPOITyCKHAs
CIOCOOHOCTB, 3HEPTOIPPEKTUBHOCTD, - TAK M OOJIEE CIOKHBIE TOKA3aTelNN, TAKHE KaK aallTUBHOCTh
K M3MEHSIOMIMMCS YCIOBUSAM M YCTOMUMBOCTH K OTKa3aM. MX 3HaUuMMOCTb MOXET CYIIECTBEHHO
pa3nuyaThCs B 3aBUCUMOCTHU OT TUIIA TPUIOKEHHS: ISl TEIEMEIUIIMHCKONW TUarHOCTUKY MTepBUYHA
HaJEXKHOCTb, JUIsI CUCTEM pEalbHOIO BpPEMEHM BaKHA 3aicpikka, M loT-koHTposepos -
JHEPronoTpedIcHHeE. Jt1o oOycraBiuBaeT HE00XOTUMOCTh KOHTEKCTHO-3aBUCUMOTO
MYJIBTHKPUTEPUATBHOTO MOJX0Aa K YIIPABICHUIO pecypcaMy Ha nepudepuu.

Tabnuma 2 cucTeMaTH3MpyeT OCHOBHbBIE KpPUTEPUH ONTHMHU3AIUH,
NPUMEHUMOCTh B Pa3IMYHBIX KJIaccax MPUIOKEHUN PeaJIbHOTO BPEMEHH.

HUX OIIMCaHUuC U

Tabmuna 2
Kputepuu ontumusanmu pacupeelieHus: pecypcoB B edge-cpene

MPOITYCKHOM CITIOCOOHOCTH

KaHaJIOB CBSI3M M Y3JI0B IEepeaadu
JTAHHBIX

Kpurepuii onTumusanumn Onucanne IIppMeHUMOCTB K
NPHJI0KEHUSIM
Munumuzanus 3aaepxxku | CokpaieHue BpEMEHHU ot | Kpurnuecku Ba)KHbIC
MOCTYTUICHUS 3a71a4uu 710 | CHCTEMBI yTpaBlICHUs,
3aBepuIeHus e€ 00paboTKu AR/VR
Maxkcumuzanus S¢dexTuBHOE ucnosnb3oBanue | Buneonabmonenue,

IIOTOKOBBIC JAHHBIC

CHuxeHnue IIponnenune BpeMeHH aBTOHOMHOU | YcrpoiictBa 10T,  ymHBIE
SHEPronoTpedIeHus paboThl yCTPOWCTB 31aHUs

ObecnieueHue [Monnepxanue pabdorocriocodHOCTH | [IpoMBbINIICHHBIE CeTH,
OTKa30yCTOMYMBOCTH npu cO0sIX y3JI0B M KaHAJIOB ABTOHOMHBIE MAIIMHBI
banancuposka PaBHOMepHOE pacnpenenenue 3anad | CueHapuu C  [EPEMEHHON
BBIYHUCIIUTEIBHOU MEXAy y3J1aMH [0 MOIIHOCTU U | MHTEHCUBHOCTBIO HAarpy3KH
Harpysku 3arpyske

Kpurepuii ontumusanumn

Onucanune

IIppMeHUMOCTB K
NPUIOKEHUAM
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A nanranus K | KoppextupoBka crparerun 1npu | Bce kiaccel mpuioKeHHil B
JMHAMMYECKUM YCIOBUSAM | M3MEHEHUH XapaKTEPUCTHK CPEIbl | M3MEHSIOLIEICS cpesie

[IpencraBneHHble KPUTEPUU CIIy>)KaT OCHOBOM Ui TMOCTPOCHMS THOKMX W aJalTHBHBIX
aJITOPUTMOB YIIpaBJIEHUSl pecypcaMu. B ycllOBUSX BBICOKOW TI'€TEPOT€HHOCTH MPUIOKEHUN U
OTpaHUYEHUI Ha BBIYMCIUTEIbHBIE MOIIHOCTU Ha MepU(epuu, BHIOOP KPUTEPUEB ONTHMH3ALNUU
JOJDKeH ObITh OOYCJIOBJIEH NPHUKIATHOW 3ajauei, mpoduiieM Harpy3kd U TpeOyeMbIM ypOBHEM
oTkazoycroiunBoctu [4]. DddexkTuBHBIE CTpaTeTudl MOJDKHBI YUUTHIBATh JWHAMHKY CpPEIbl,
BO3MO)KHOCTh TMPHOPUTH3AIMH 337a4 U HEOOXOIUMOCTh TMOAJCPKKH COINIACOBAHHOCTU MEXKIY
y3J1aMH.

AJITOPUTMBI pacnpeeseHus 3a1a4 B edge-cpeax ¥ HX XapaKTepUCTHKA

B cucremax nepudepriftHbIX BHIYUCICHNUHN BaXKHEHIIIEH 3a1a4ei ABIIsIeTCS BBIOOP MOIXOASIIETO
QITOpPUTMa pacCHpeeieHuss 3aJad MEXIy Yy3J1aMHu, OO0JaJalouMMK pa3sHOM BBIYUCIUTEIHLHON
MOIITHOCTBIO, JOCTYIIOM K CETH M OrpaHHuYeHUsIMH 1o 3Hepruu. OT 3PPEeKTUBHOCTH CTpaTeruu
Ha3HAYCHMs 3aj7lad 3aBUCUT COONIOACHHWE BPEMEHHBIX OrPAaHMYEHHH, PaBHOMEPHOCTHb 3arpy3Ku
KOMIIOHEHTOB M YCTOMYMBOCTh K HM3MEHEHUSM cpeasl [5]. BpIOOp KOHKPETHOTrO ajaropurMa
orpenessieTcs: mpouiIeM Harpy3KH, KIacCoOM MPHJIOKEHUS U TOCTYIMHOCThIO CUCTEMHBIX METPUK B
MOMEHT IIPUHATHS PEILIEHUH.

Ha npakTuke npuMeHSIOTCs KaK POCTBIE SBPUCTHUUECKHE METO/IbI, TAK U CII0XKHbBIE aJITOPUTMBI,
OCHOBAaHHbIE Ha MAIIMHHOM OOy4YeHMM M MPOTHO3UPOBAHMHU TOBeneHUs cpensl [6]. Hexoropsie
aJITOPUTMBl OPUEHTUPOBAHbl HA MMHUMHU3ALMIO 33JEPXKEK, APYTUE - Ha paclpelelieHUe Harpy3KH,
TPEeTbU - Ha QJaNTalMI0 K M3MEHEHHSIM U OOy4YeHHE Ha MUCTOPUYECKUX MAHHBIX. BakHO, 4TOOBI
BBIOpaHHBI TOAXON OOECIeYrBal HE TOJBKO MHPOM3BOAUTEIBHOCTh, HO U IPEICKa3yeMOCTb
BBITOJIHEHHS 33]1a4, OCOOCHHO B KPUTHUYECKU BaXKHBIX MPHIIOKCHUSAX.

Ta6nuna 3 06o0mIaet Harboee pacpoCTpaHEHHBIE aITOPUTMBI paciipeieeHus 3a1a4d B edge-
cpenax, OMUCHIBAET X MPUHIMITEI paOOTHI U KITIOYEBBIE MMPEHUMYIIECTBA.

Tabnuma 3
AJTOpUTMBI pactipeiesieHus 3a/1a4 B edge-cpeax v uX XapaKTepUCTUKU
AJropuTm IIpunuun padoTsl IIpenmymecrBa
pacnpeaeaeHus
Ha ocHOBe | 3amaun  kiaccuduuupytorcss 1o | [Ipocrora peanu3anuy,
NPUOPUTETOB  (static | (PUKCHPOBAHHOMY MIPUOPUTETY; | MPEACKa3yEMOCTh BBIIIOJIHEHUS
priority) BBICOKHE IIPUOPUTETHI
00CITy’KUBAIOTCS IEPBBIMU
Pacnipenenenue 1o | 3agauun pacnpenensaiorcs | PaBHoMepHOCT B yCIOBMSIX

Kpyry (round-robin) MIOCJIEOBATENBHO TI0 JOCTYIHBIM

y31aM 0e3 yuéra COCTOSTHHSI

OJHOPOJAHBIX 3a1a4

MuHnMu3anus VYuuteiBatorcs  3aaepkku  Mmexnay | [logxomur  mung cucteM  C
3anepxku (delay-aware | y3nmamu u BBIOMPACTCS | OTPAaHUYCHUSMUA 10  BPEMEHH
scheduling) ONTHMAJIbHBIN MapIIPyT OTKJIUKA

banancupoBka Pacnpenenenue 3aga4 | CHKaer neperpysKH,
Harpysku (load | ocymecTBnsercs Ha OCHOBE | ITOBBIILIAET o011yI0
balancing) TEKYIIEeH 3arpy3KH y3J10B IIPOU3BOAUTEIBHOCTD
Pacnpenenenue c | [Iporno3upyercs Oynymee | OOecnieunBaeT  ymnpexaaroee
npeacKa3aHueM COCTOSIHUE Harpy3Kd U PecypcoB pacripeniesieHue, alanTUBHOCTD K
(predictive allocation) W3MEHCHUSIM

Oo6yuaemoe Hcnonp3yrorcs anroputmsbl | ['mbOkas amanranus, oOydeHue Ha
pacnpenenenue  (RL- | oOydeHuss ¢ MOIKpemyieHHEeM ISl | OIbITE, BHICOKas 3((EKTUBHOCTh
based scheduling) JMHAMUYECKOro BIOOpa y3710B B HecTaOMJIbHOM cpefie

Bribop anropurma

pacnpeacicHus OOJIKCH OIMUPaTbCs

Ha KOHKPCTHBIC LECJIN CHCTCMBbI:

MHWHUMHA3AIUI0 BpEMCHU OTKJIMKA, CTaGI/IHBHYIO IMPOU3BOAUTCIIBHOCTD UJIN aJallITalluIO K YCIIOBUSM.

B 1npwiokeHMSX pealbHOrO BpPEMEHM HAWIy4IIMe pPE3ybTaThbl
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rHOpUIN3AIMHN TTIOIXOI0B - HAIPUMEP, COYETAaHNH IBPUCTHKH U 00y4aeMbIX MOJIENIEH, YTO MO3BOJISIET
JOCTUYb KOMIIPOMHCCA MEXKIY MPEICKAa3yeEMOCThIO, CKOPOCTBIO M aJalTUBHOCTHIO [7].

KoHTekcTHO-aganTHBHBIC NMOAX0Abl K YIPABJICHHI0 pecypcaMH B reTeporeHHbIX edge-
ceTsix

CoBpemeHHbIe edge-CUCTEMBI TPEACTABIAIOT CO00I BRICOKO I'eTepPOTreHHbIE BHIUMCIUTEIBHBIC
Cpelbl, BKIIIOYAIOIIME YCTPONCTBA C PA3JIMYHBIMU YPOBHSMHM MPOU3BOJUTEIILHOCTH, JOCTYIIOM K
MCTOYHHMKAM MUTAHHUS, ITApAMETPAMU CETEBOTO COEIMHEHUS U apXUTEKTYPHBIMU OrpaHUueHusIMU. B
TaKoM cpene CTaTMYeCKHUE WIM YHMBEpCAJIbHbIE OAXOAB! K YIPABICHUIO PECYPCAMU OKa3bIBAIOTCSA
HEd(PPEKTUBHBIMU U HEPENIKO MPUBOJIAT K JIOKAIBHBIM IEpErpy3KaM, HEMPEACKa3yeMbIM 3a/1epiKKaM
WM HEONITUMATHPHOMY MCTIOIH30BAHUIO KaHAIOB CBS3U [8]. DTO 0COOEHHO KPUTUYHO B MIPHIIOKEHUSIX
peasibHOTO BPEMEHH, TJI€ JII00bIE OTKJIIOHEHHUS OT JJOMyCTUMOTO OKHA BBITIOJTHEHHUS] MOTYT PUBECTH K
norepe GyHKINOHATIHHOCTH.

KoHTeKkcTHO-aJanTUBHOE YIIpaBJICHNE NPEATIONATaeT, YTO CTPATErusl paclpeesICeHUs peCypcoB
JIOJDKHA YYMTHIBaTh HE TOJIBKO BHYTPEHHHUE IapaMeTPbl BHIYMCIUTENBHBIX Y3JI0B, HO U JUHAMHKY
OKpY>Karollei cpe/ipl, OBEIeHUE MOIb30BaTeNeH 1 CrIeU(HUKY BBITOTHAEMBIX 337a4. DTO BKIIOYAET
MOHMTOPHHT TEKYLIEH 3arpy3Ku, COCTOSHHUS CETH, TUIIOB MOCTYNAIOIMINX JaHHBIX U UX KPUTUUYHOCTH
[9]. Ucnonp3oBaHue TaKUX MapaMEeTPOB IMO3BOJSET BHICTpaMBaTh 0ojee TOUHBIE M APPEKTUBHBIC
QJITOPUTMBI, KOTOpPBIE CIIOCOOHBI KOPPEKTUPOBATH CBOM JICHCTBHUS B PEXKUME PEAIbHOTO BpeMeHH 0e3
BMeEUIaTeIbCTBA ONIEPATOPA.

OnHMM M3 KJIIOYEBBIX KOMIIOHEHTOB TAaKHX IIOIXOIOB SIBISETCS HMCIOJIb30BaHHE MOAEIEH
IIPEIUKTUBHON AHAJIUTUKM M OHTOJOTMYECKOIO ONMCAHMS CLIEHAPUEB BBINOJIHEHMS 3afad. ITO
Mo3BOJISIET (OPMHPOBATH HE NPOCTO PEAKTHBHYIO, a MPOAKTHUBHYIO CTPATETHIO YIPaBICHUS
pecypcamu, 3apaHee MPOrHO3UPYs Y3KHe MecTa U aJanTupyst HHQPacTpyKTypy MOA U3MEHSIOLIHECS
ycnoBus. JIONOTHUTENBHO, BHEAPEHUE TPAaBUII IPHOPUTU3ALIMN Ha OCHOBE Mpoduiieil mpuiiokxeHun
Y YPOBHS BXHOCTH 33/1a4 00€CIIeUnBAET rapaHTHPOBAHHOE 00CTYKMBaHUE KPUTUUECKH 3HAYMMBIX
(byHKUUH 1aKe B YCIOBUSAX NMEPErPy3KU CUCTEMBI.

KoHnTekcTHas aganTaiys Takoke TpeOyeT pacpeieI€HHOTO COIacOBaHMsI MEXKAY y31aMu edge-
CeTH. DTO 03HAYaeT, YTO JIOKAIbHBIC PEIICHUs JOJKHBI ObITh CKOOPJMHHMPOBAHBI C II00ATBHOU
MOJMTUKOM, YTOOBI M30€XaTh KOH(MIMKTOB, AyONMpPOBAaHUS BBIYMUCICHUH WM JAeTpajaluu
100aIbHOTO KayecTBa 00cmyxuBaHus. [ peanu3anuu Takol KOOPAMHAIIMN MOTYT TPUMEHSTHCS
JEIEHTPAIN30BAHHBIE AJITOPUTMBl KOHCEHCYCa, CHHXPOHU3MPOBAHHBIE NOJUTHKU HPHUHATHA
pELIECHNI WM JOBEPEHHBIE ar€HThl, KOHTPOJIUPYIOLINE COCTOSHUE COCETHUX Y3JI0B.

Takum 00pazoM, KOHTEKCTHO-aIalITUBHBIE TIOAXO/IbI IPEACTABIISIOT COO0M BaXKHEUIIIHIA BEKTOP
pasButus edge-undpactpykrypsl [10]. VX mnpumeHeHHWe MO3BOISET OOECHEUYUTh THOKOCTH,
IIPEJICKAa3yeMOCTh U YCTOWYMBOCTh CHUCTEM B YCIIOBUSX BBICOKOM IMHAMUYHOCTHU, OIPAaHUYEHHBIX
pecypcoB M TpeOOBaHUI K TapaHTHUPOBAaHHOMY KaueCTBY OOCHYXHBAaHUS, XapaKTEPHBIX LIS
IIPUJIOKEHUH peaIbHOrO BPEMEHH.

Baunsinne mapaMeTpoB ceTH Ha CTPAaTernI0 pacnpeneeHus pecypcoB

B nepugepuiiHbIX BHIYMCIUTENBHBIX CHCTEMaX, pa0OTAIOIIUX B PEaIbHOM BPEMEHH, KaueCTBO
U CTa0MIIBHOCTb CETEBBIX COCUHEHUH UIPAIOT KPUTHUECKH BaXXHYIO poJib. B oTimuune ot 061auHbIx
pelieHuid, TAe B3aMMOACHCTBHE C HMH(PACTPYKTypOol UEHTPAIU30BAaHO U OTHOCUTEIIHHO
npezackasyemo, edge-apXUTeKTypbl XapaKTepU3yIOTCs BBICOKON CTENEHBIO CETEeBOW (hparMeHTaINH,
HaJIW4YMeM OeCTPOBOIHBIX KAaHAJIOB PA3IUYHOM HAAEKHOCTH M TOCTOSHHBIMH H3MEHEHHSIMHU
TOTOJIOTHH. DTH (PAKTOPHI CYIIECTBEHHO YCIOKHSIOT 3aJ1ady BbIOOpa ONITUMAIIBHBIX Iy TEH mepeayu,
MUTpallUy 337a4 U CHHXPOHHU3ALUH Y3JI0B.

OnHMM M3 KIIOUEBBIX MApaMETPOB, BIUSIOIIMX HA pPAaCHpPEACIIEHUE PECYPCOB, SBISETCS
3aJiepKKa Tepenadd JaHHbIX. [IpyM TUIaHMPOBaHWMM 3a7a4 HEOOXOIMMO YUYUTHIBATh HE TOJIBKO
BBIYHCIIUTENBHBIE XapaKTEPUCTUKU Y3JI0B, HO M JIATEHTHOCTh KaHAJIOB, YEPE3 KOTOPBIE IIPOUCXOAUT
nepefada  MeXAy HMCTOYHUKOM, BBIYMCIUTENBHBIM — Y3JIOM M KOHEYHOM TOYkoM. [laxe
BBICOKOIIPOM3BOJUTEIBHBIN y3€]l MOXKET OKa3arbCsi HeI((EKTHUBHBIM, €CIIM CBSI3aH ¢ MCTOYHUKOM
MEIJICHHBIM KaHAJIOM ¢ HECTaOMIIbHOW MPOIYCKHOM CIIOCOOHOCTBIO.
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BropbiM BaKHBIM IapaMeTpPOM SBJISIETCSI LIMPHUHA KaHajla M YpPOBEHb €r0 3arpy3KH.
[lepucdepuiinpie ycTpoiicTBa MOTYT HCIOJIB30BaTh KaHAJIbl OOILEro Ha3HAYCHUs, MOJBEpPKEHHBIC
KOHKYpPEHIIMM 32 TPOITyCKHYIO CIIOCOOHOCTh, YTO JIENaeT HEBO3MOXKHOM HaIEKHYIO JIOCTAaBKY
JAHHBIX TPU BBICOKOW IUIOTHOCTH Tpaduka [11]. [Insg Takux ciyyaeB HEOOXOAUMO peanu30BBIBAThH
aJlanTHBHbIC aJTOPUTMbI MapIIPyTH3allMd M TEPETpyNIUPOBKH 3ajad, CIIOCOOHbIE B peallbHOM
BPEMEHHU BBIOMpATh HE TOJBKO HAMMEHEE 3arpy>XeHHbIC Y3JIbl, HO M Y3JIbl, 0OecIleunBalomye
HAaWJIy4Ily0 CETEBYIO CBA3HOCTD.

Taxke KPUTHUHBIM AaCIEKTOM SIBIISICTCS HANEKHOCTh COCIUHEHUH, 0COOCHHO B YCIIOBHUSX
MOJBMKHBIX Y3JIOB WJIM HECTAOMJIBHOM paavocpensl. B Takux CIEHapHsX pecypechl IOIDKHBI
pacrpenenaTbcsi ¢ y4€TOM BO3MOXKHBIX OOpBIBOB COEAMHEHHs, BPEMEHHOM HEIOCTYHNHOCTH H
HEOOXOIMMOCTH JIOKaJIbHOTO Oyepuzanmu AaHHBIX. OTO TpeOyeT pa3pabOTKU CTpaTeruil ¢
SNIEMEHTAMHU TIPE/ICKAa3aHUsl M PE3EpPBHPOBAHUS, IO3BOJSIONIMX H30erath MOTEpH JNAaHHBIX U
MOJIEP’KUBATh HETPEPHIBHOCTh (PYHKIIMOHUPOBAHUS AaXKe IMPH YACTUYHOM OTKA3€ CETH.

HakoHen, Ba)kKHBIM CTaHOBHUTCS YYET Teorpauyeckoro MOJOKEHUS Y3J0B M IUIOTHOCTH
YCTPOUCTB, OCOOCHHO B 3ajayax, IJe KPUTUYCH (U3UUECKUNA KOHTEKCT (HarpuMep, JIOTUCTHKA,
tpancniopt, AR/VR). B Takux ciydasx ciemyer BHEIPSTh I'€ONPOCTPAHCTBEHHBIE KPUTEPHU B
CHCTEMY NPUHATHS PEIICHHH, TpUaaBas MPUOPUTET y3JaM, HaXOMSAIUMCS ONMke K MCTOYHHKAM
reHepalyy JaHHBIX U JEHCTBUS.

Takum 06pa3oM, mapaMeTpbl CETH SIBIISIOTCS HEOTHEMIIEMOM YacThIO MOJIEIH pacIpeieieHus
pecypcoB U TpeOyIOT BKIIOYSHHS B ONITUMHU3AIIMOHHBIE aJlTOPUTMBI HApaBHE C BEIYUCIUTEIBHBIMU U
SHEPreTUUECKUMHU XapaKTepUCTUKAaMH. TOJIBKO TpPU KOMIUIEKCHOM Y4€Te CeTeBhIX (DaKTOpPOB
BO3MO)KHO TIOCTPOCHHE YCTOMYMBOW, MaciiTabupyeMol M aJanTUBHOM nepudepuitHOn
BBIUUCIIUTENIEHONW CHCTEMBI, CIIOCOOHON CTa0MIbHO (DYHKIIMOHUPOBATh B PEalbHOM BPEMEHH.

3akinouenne

B ycnoBusix CTpEMMTENIBHOIO PAa3BUTHs NPUIIOKEHUN PEAJIbHOIO BPEMEHM M IIOBBILICHUS
TpeOOBaHUN K CKOPOCTH OTKJIMKA, YCTOMYMBOCTU U JIOKAJbHOMH 0OpaOOTKE NaHHBIX, CHUCTEMBI
nepuepUHHBIX BEIYUCIICHUH CTAHOBSITCS KJIIOUEBBIM KOMIIOHEHTOM COBPEMEHHOM BBIYMUCIUTEEHON
apxuTekTypsl. OTHAKO UX BBICOKAsi TE€TEPOT€HHOCTh, OTPAaHNUYEHHOCTh PECYPCOB M HECTAOMIBLHOCTh
CETEBOTO  OKPYXCHHUSI TMpPEIbsBISAIOT O0COOble TpeOOBaHMS K MEXaHH3MaM  YIpPaBJICHUS
pacrpeneneHueM 3a1a4 U pecypcoB.

B pamkax Hactosmed paOoThl TPOBEAEH CTPYKTYpHBI aHAJIM3 OCHOBHBIX KJIACCOB
NPUIIOKEHUH pealbHOTO BpeMeHH, 000CHOBaHbI KPUTEPUN ONTHMU3ALNHN PACIPEICTICHUs PECYyPCOB,
pPaccMOTPEHBI AITOPUTMHUECKHE TIOAXO/IbI K YIPABICHUIO HArPY3KOM, a TAK)KE BBIJENIEHBI (PaKTOPBI,
BIMAIONINE HA 3PPEKTUBHOCTH B YCIOBUAX JUHAMUYHOM U HeorpenenéHHou cpeabl. [lokazaHo, 4To
UL JTOCTHXKEHHsT TpeOyeMoro YypoBHS KauecTBa OOCTYKMBaHUS HEOOXOAMMO HCIOJIb30BaTh
rUOpUIHBIE, KOHTEKCTHO-aIalITUBHBIE METO/bI, BKJIIOYAIONINE KAaK 3BPUCTUKH, TaK U AJITOPUTMBI
MaIIMHHOTO 00y4YeHMs, paboTarolmue B TECHOH CBA3KE C MOHHUTOPHHIOM TEKYIIMX I[apamMeTpoB
CUCTEMBI.

Ontumuzaiust pacrpeneneHusi pecypcoB B edge-cersix TpeOyeT KOMIUIEKCHOTO IOAXOAa,
BKJIFOYAIOIIETO YYET BBIYUCIMUTEIIBHBIX, JHEPIeTHMUECKUX M CETEBBIX I1ApaMETPOB, a TAKXKE
aJlanTanuio K Npo(uiIio MPUIOKEHUH U M3MEHSIONMMCS YCIOBUSAM SKCIUTyaTanuu. JlanbHenme
UCCIICIOBAaHUA MOTYT OBITh HampaBleHbl Ha pa3padOTKy MNPEIUKTUBHBIX MOJENed U
caM000yYarOIIUXCs CUCTEM, CIIOCOOHBIX B peaJlbHOM BPEMEHH pearupoBaTh Ha M3MEHEHUS Harpy3Ku
U apXUTEKTYpHbIE IEPECTPOUKU HHPPACTPYKTYPHI.
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Abstract

Modern power grids generate large-scale, heterogeneous data that require advanced analytical
approaches for effective failure prediction and risk mitigation. This article explores the integration of
Big Data technologies and deep learning models to enable predictive analytics across critical power
infrastructure. A detailed analysis of model architectures-including LSTM, GRU, CNN, and
Transformer-is provided, with comparisons based on temporal modeling capabilities, computational
efficiency, noise tolerance, and real-time applicability. The study further examines implementation
scenarios, system integration challenges, and reliability considerations. Prototypes and evaluation
metrics are discussed to support practical adoption. The findings highlight the importance of
designing adaptive, explainable, and scalable solutions that align with the complexity and safety
demands of real-world grid environments.

Keywords: failure prediction, deep learning, power grid, Big Data, LSTM, GRU, Transformer,
smart grid monitoring, anomaly detection, real-time analytics.

AHHOTAIHUSA

CoBpeMeHHbIE HSHEPreTUYEeCKHe CHCTEMBl TE€HEpUPYIOT OoJblIue OOBEMBI pPa3HOPOAHBIX
JTaHHBIX, TPEOYIOUINX MPUMEHEHUS NMPOABUHYTHIX aHATUTHYECKUX METONOB Ul MPOTHO3UPOBAHUS
OTKa30B U YIIPaBJICHUS pUCKaMH. B crathe paccMarpuBaeTcs IPUMEHEHUE TEXHOJIOTHI 00paboTKU
OOJIBIIMX JAHHBIX U MOJIENIeH IITyOOKOro 00yueHHs A7 PeCcKa3aTeIbHON aHATUTUKY B KPUTHUECKU
Ba)XHOH uH@pacTpykrype. [IpoBenén cpaBHuTenbHbIM ananu3 apxutektyp moxenei (LSTM, GRU,
CNN, Transformer) no kpuTepusiM BpEMEHHOTO MOJICIIMPOBAHUSL, BBIYUCIUTENbHOM 3(ppekTuBHOCTH,
YCTOWYMBOCTHU K IIYMY M IPUMEHHUMOCTH B peajbHOM BpeMeHH. OCBeleHb! CLIeHApUU BHEAPCHHUS,
npoOieMbl HWHTETpalud W Haa&KHOCTU. IIpencTaBieHbl NPOTOTHUIBI U METPUKH  OICHKH,
NoA4EPKUBAONINE HEOOXOMMOCTh aIalTUBHBIX, MHTEPIPETHPYEMBIX M MACIITAOUPYEMBIX PEIICHUN
B YCJIOBUSIX BBICOKOW CIIOKHOCTH M TpeOOBaHUIl K 0€3011aCHOCTH HEProceTeil.
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KiroueBble cjI0Ba: MPOTHO3UPOBAHUE OTKA30B, TIIyOOKOe OOydYeHHE, JHEeProcUcCTeMa,
oonpimme nanusie, LSTM, GRU, Transformer, MOHUTOPUHT YMHOUM CETH, OOHAPYKCHHE aHOMAJIHIA,
aHAJIUTUKA B PEAIbHOM BPEMEHHU.

Introduction

Modern power grids operate as complex, distributed systems characterized by high
interconnectivity, dynamic load behavior, and sensitivity to external and internal disruptions. With
the increasing penetration of renewable energy sources, demand-side variability, and aging
infrastructure components, the risk of faults, blackouts, and cascading failures has become more
pronounced. Conventional fault detection systems, relying on static thresholds or predefined rule sets,
are often insufficient for timely and accurate failure prediction. As the consequences of system-wide
outages become more severe-impacting public safety, economic activity, and national security-there
is a growing need for intelligent, predictive solutions that can operate at scale and under uncertainty.

Recent advances in big data technologies and deep learning (DL) algorithms provide a
promising foundation for developing data-driven models capable of forecasting failures in power grid
operations. Big data systems enable real-time ingestion and processing of vast, heterogeneous
datasets, including sensor measurements, maintenance logs, weather forecasts, and grid topologies.
When integrated with DL models such as convolutional neural networks (CNN), recurrent neural
networks (RNN), and transformer-based architectures, these platforms can uncover complex patterns
and temporal correlations that traditional analytics fail to detect. The synergistic use of data volume,
velocity, and variety with adaptive learning models allows for enhanced accuracy in detecting
anomalies and predicting potential breakdowns.

The objective of this study is to investigate the application of big data infrastructure and deep
learning models for predictive analysis of failures in power grids. The article explores the
architectural components of the data pipeline, the design and training of learning models, and the
performance evaluation of predictive systems. The analysis includes examples of model structures,
implementation strategies, and domain-specific challenges, with an emphasis on scalability,
interpretability, and integration into real-time grid monitoring systems. The study aims to contribute
to the development of resilient, intelligent frameworks for power grid management that reduce failure
risks and improve operational efficiency.

Main part

Power grids generate vast amounts of operational data from a multitude of sources, including
phasor measurement units (PMUSs), supervisory control and data acquisition (SCADA) systems,
smart meters, weather sensors, and maintenance reports. The heterogeneity and high velocity of this
data present both a challenge and an opportunity: while traditional analytical methods struggle to
process such volume and diversity in real time, big data technologies offer scalable frameworks to
handle continuous data flows, integrate disparate data types, and support advanced analytics.
Distributed computing platforms such as apache hadoop and apache spark are widely used to manage
and process power system data at scale, enabling the construction of end-to-end pipelines for data
cleaning, transformation, feature extraction, and model deployment.

Within this data-driven ecosystem, deep learning models have demonstrated significant
potential in identifying latent patterns associated with fault development and grid instabilities. Unlike
shallow machine learning methods that depend on manual feature engineering, deep neural networks
autonomously learn hierarchical representations from raw or minimally processed input. This
capability is particularly valuable for time-series data, where recurrent neural networks and long
short-term memory (LSTM) models can capture temporal dependencies, detect anomalous trends,
and provide early warning signals for potential failures. In addition, convolutional neural networks
have been successfully applied to structured sensor grids or transformed spectrograms, revealing
spatial-temporal correlations that precede critical events [1].

The integration of big data infrastructure with deep learning systems requires careful
architectural design to ensure performance, accuracy, and interpretability. Model performance
depends not only on algorithmic choice but also on data quality, labeling strategy, and training
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efficiency. Furthermore, challenges such as data imbalance, concept drift, and explainability must be
addressed when implementing predictive solutions in real-world power systems. Despite these
challenges, the convergence of high-throughput data collection, scalable processing architectures, and
adaptive learning algorithms marks a transformative shift in how power grid failures can be
anticipated and mitigated.

An essential step in building effective prediction models is the identification and engineering
of relevant features that can serve as early indicators of system degradation or instability. While deep
models are capable of autonomously extracting representations from raw input, the inclusion of
domain-specific features-such as voltage sag duration, frequency deviation trends, switching patterns,
or load transfer metrics-can enhance model interpretability and training convergence. In hybrid
frameworks, handcrafted features are used alongside learned representations to improve prediction
performance and facilitate expert validation of model behavior [2].

To address the temporal complexity of grid dynamics, models are often trained on time-
segmented windows derived from historical event data, annotated with failure labels. This framing
enables the detection of evolving fault signatures, which may manifest as subtle, gradually
intensifying deviations in voltage, current, or phase angle. Model architectures are selected based on
the type and granularity of the data: sequence-based models are preferred for long-range temporal
dependencies, while spatially structured data-such as grid-level snapshots-may be better processed
with convolutional or attention-based mechanisms. In both cases, prediction is framed as a supervised
classification or regression task, with performance evaluated using metrics such as precision, recall,
F1-score, and mean absolute error.

Deployment of predictive models in operational environments requires integration with existing
monitoring and control systems [3]. Stream processing components are configured to feed real-time
sensor data into the inference pipeline, allowing the system to issue alerts or trigger predefined
mitigation protocols upon detection of anomalous patterns. To ensure responsiveness, models are
optimized for low-latency execution, and inference results are prioritized based on severity and
location of predicted failures. In mission-critical settings, explainability tools are embedded to
provide transparency into model decisions, enabling operators to verify, override, or supplement
automated responses. These features contribute to the practical applicability and trustworthiness of
deep learning-based failure prediction systems in modern power grids.

A critical challenge in real-world implementation is the variability and imbalance of training
data. Failures in power grids are relatively rare compared to normal operation, leading to strongly
skewed datasets where fault instances represent a small fraction of the total. This imbalance can
significantly degrade model performance, causing underestimation of fault probabilities and reducing
sensitivity to early warning signals. Common strategies to address this include oversampling of
failure instances, synthetic data generation, and the application of cost-sensitive loss functions during
training. In addition, ensemble methods are employed to increase robustness, aggregating multiple
models trained on different data subsets or failure types to improve generalization and stability.

Furthermore, the effectiveness of predictive frameworks is influenced by the system’s ability
to adapt to changing operational conditions [4]. Grid topologies, load profiles, and environmental
influences evolve over time, introducing concept drift that may render static models obsolete.
Continuous learning mechanisms, including periodic retraining, online adaptation, or reinforcement-
driven feedback loops, are essential to maintain relevance in dynamic environments. These
mechanisms must be carefully balanced to prevent degradation due to overfitting on transient
anomalies or incorporation of erroneous labels. Robust validation and monitoring of model drift
become integral components of the full deployment lifecycle.

Another important consideration in the design of predictive systems for power grids is their
ability to operate across different spatial and hierarchical levels of the infrastructure. Failures may
originate at the component level-such as transformer overheating or line degradation-or emerge from
broader interactions between substations, transmission zones, and external influences like weather or
demand surges. Predictive models must therefore incorporate both local and system-wide indicators
to generate accurate forecasts. This requirement often leads to the development of multi-scale

Ne 1/2025 Journal «Professional Bulletin. Information Technology and Security» 71



The scientific publishing house «Professional Bulletin»

architectures, where input features are aggregated across spatial tiers and processed through parallel
or nested learning layers, allowing the system to reason about localized anomalies within a broader
grid-wide context.

Interoperability with legacy systems and regulatory compliance further shape the technical
constraints of deploying predictive models. In many grid environments, centralized supervisory
platforms remain the core of operations, necessitating that learning components seamlessly integrate
with existing interfaces and follow data governance protocols. Furthermore, compliance with industry
standards-such as IEC 61850 for communication or NERC CIP for cybersecurity-requires that
predictive tools be auditable, traceable, and secured. These constraints influence architectural
decisions, including data encryption, model transparency, and access control mechanisms, ensuring
that innovation does not compromise the safety and accountability of the infrastructure [5].

Comparative analysis of deep learning models for failure prediction in power grids

Choosing an appropriate deep learning model for failure prediction in power grids requires
careful consideration of several factors: the structure and scale of input data, the temporal and spatial
complexity of target patterns, operational constraints, and the criticality of real-time responsiveness
[6]. Models vary in how they process sequences, tolerate noise, scale across data volumes, and support
interpretability-key aspects when deployed in high-risk, infrastructure-bound environments. As
power grid data ranges from short-term signal fluctuations to long-horizon system evolution, no
single architecture performs optimally across all contexts.

To facilitate informed model selection, table 1 provides a comparative summary of four
commonly applied deep learning architectures. These models are assessed across multiple criteria,
including their ability to model temporal dependencies, computational efficiency, robustness to data
imperfections, interpretability, and applicability in real-time operational settings. The comparison
highlights the trade-offs between accuracy, speed, complexity, and deployment feasibility, serving as
a practical framework for aligning predictive analytics with the technical and infrastructural demands
of power systems.

Table 1
Comparative characteristics of deep learning models for failure prediction in power grids
Model Input type | Temporal | Computational | Noise and | Interpretabili | Real-time
dependenc efficiency outlier ty applicabilit
y modeling tolerance y
LSTM Sequential | Captures High Moderate; Low; internal | Moderate;
time series | long-term training/inferen | may overfit | states are hard | suitable
from patterns ce cost due to | on noisy | to interpret with
operational | through complex gate | sequences optimized
data memory mechanisms execution
cells pipelines
GRU Compresse | Models More efficient | Balanced; Low; High;
d time | mid-to-long | than LSTM; | performs interpretability | efficient for
sequences | dependenci | faster training | well on | slightly near-real-
with fewer | es with | and moderately | improved vs. | time
parameters | simplified convergence noisy LSTM deployment
design datasets
CNN Structured | Limited Low High Moderate; High; ideal
sensor temporal complexity; fast | resistance feature maps | for
data, grid- | capture; training and | due to local | can assist in | embedded
based or | strong inference filters and | interpretability | or low-
spatial spatial pooling latency use
formats pattern layers cases
detection
Model Input type | Temporal | Computational | Noise and | Interpretabili | Real-time
dependenc efficiency outlier ty applicabilit
y modeling tolerance y
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Transform | Multivariat | Captures Very high | Moderate; Low; relies on | Low; less
er e time | global computational | effective post-hoc suited  for
series and | temporal demand; slower | with explanation real-time
event correlations | model normalizatio | methods due to high
sequences | via self- | convergence n and resource
attention regularizatio usage
n

Each architecture presents distinct advantages and limitations depending on the application
scenario [7]. LSTM and GRU models are strong choices for capturing time-dependent patterns, with
GRU offering improved computational efficiency. CNNs are well suited for structured data and real-
time execution, especially in scenarios emphasizing spatial pattern recognition and low-latency
requirements. Transformers demonstrate superior capacity in modeling long-range dependencies but
require significant computational resources, limiting their applicability in time-sensitive or resource-
constrained settings. Model selection should reflect not only predictive accuracy but also integration
feasibility, system criticality, and explainability requirements [8].

Evaluation of implementation scenarios and system performance in real-world
deployments

The practical integration of deep learning models into power grid monitoring systems has been
tested in multiple research and industry-driven pilot projects. These implementations differ in terms
of data sources, system scale, prediction objectives, and latency requirements. Some deployments
focus on substation-level anomaly detection, while others aim at wide-area failure forecasting across
transmission lines [9]. Key performance indicators include detection accuracy, false positive rates,
inference latency, and integration compatibility with existing supervisory platforms. Performance
evaluation also considers model robustness under noisy or incomplete data and the effectiveness of
the alerting system in initiating preventive actions.

Table 2 presents a comparative overview of selected implementation scenarios based on
reported studies and field applications. The comparison includes model type, deployment scale, data
volume, system latency, and observed prediction effectiveness. The diversity of conditions highlights
how system architecture and model tuning must be adapted to the operational context.

Table 2
Real-world implementation scenarios for failure prediction in power grids
Scenario Model used | Deployment | Data volume Latency Prediction
scale requirement | effectiveness
Urban CNN Single Medium (real- Low High precision,
substation substation time sensor limited horizon
anomaly streams)
detection
Regional load GRU Regional High (time | Moderate Stable forecasts
forecasting and grid  (10+ | series + with 85%
failure substations) | weather data) accuracy
prediction
Wide-area fault LSTM Nationwide | Very high Low Accurate
detection in transmission | (PMU + detection with
transmission system SCADA feeds) low false
grid positives
Smart  meter | Transformer | Distributed | Medium-high Moderate | Adaptive  but
network household (smart meters, latency-
predictive network billing data) sensitive
analytics

The table illustrates the variability of implementation contexts for deep learning models in
power grid failure prediction. CNNs demonstrate strong performance in localized environments with
strict latency demands, while GRU and LSTM models offer scalable solutions for regional and
national applications with structured time series inputs. Transformer-based systems show promise in
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handling complex, heterogeneous data but face limitations in latency-sensitive use cases. These
results underscore the need to tailor model selection and system architecture to the specific
operational scale, data characteristics, and performance constraints of each deployment scenario.

Prototype implementation of a predictive module for grid monitoring

To demonstrate the practical aspects of failure prediction in power grids, a prototype module
was developed using a simplified architecture combining preprocessing, threshold-based
classification, and integration with a predictive model [10]. While advanced models such as LSTM
or GRU are typically used in production environments, initial prototypes often rely on ensemble
learning or shallow classifiers to validate pipeline behavior and integration points. This modular
design facilitates testing across various input types and prediction horizons, enabling rapid adaptation
to different grid segments and data configurations.

The prototype includes functionality for preprocessing raw time-series data, normalizing input
features, and applying a trained model to determine operational status. Based on the predicted
probability of failure, the system issues alerts or maintains a normal state. This logic is embedded
within a lightweight inference module, suitable for edge deployment or integration with streaming
analytics platforms. The pseudocode representation below illustrates the core components of this
predictive logic.

class Faultpredictor:
def init (self, model):
self.model = model

def preprocess(self, raw_data):
# Normalize and reshape input
normalized = (raw_data - raw_data.mean()) / raw_data.std()
return normalized.reshape(1, -1)

def predict(self, input_data):
processed = self.preprocess(input_data)
prediction = self.model.predict proba(processed)[0][1]
return "ALERT" if prediction > 0.8 else "NORMAL"

# Example usage
from sklearn.ensemble import RandomForestClassifier
import numpy as np

# Simulated trained model (for illustration)
mock model = RandomForestClassifier()
mock model.fit(np.random.rand(100, 50), np.random.randint(0, 2, 100))

# Instantiate predictor and test with sample input
predictor = FaultPredictor(mock model)
input_sample = np.random.rand(50)

status = predictor.predict(input_sample)

print(f'System status: {status}")

The presented prototype illustrates the fundamental structure of a predictive fault detection
module designed for integration into grid monitoring systems. Despite its simplified architecture, the
module encapsulates key operational stages: data preprocessing, probabilistic prediction, and decision
logic. Its modular design and low computational footprint make it suitable for edge-level deployment
or real-time inference pipelines in distributed grid environments [11]. While advanced architectures
offer superior accuracy, prototypes such as this provide a crucial foundation for testing system
integration, validating workflows, and enabling progressive refinement toward production-ready
solutions.
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Integration challenges and reliability considerations in real-world grid environments

The successful deployment of predictive systems based on deep learning in power grids requires
more than model accuracy-it demands seamless integration into existing operational frameworks and
assurance of system reliability under varying real-world conditions. One of the key challenges is
infrastructure heterogeneity. Power grids often comprise a mix of legacy systems, proprietary
protocols, and hardware with differing data sampling rates and communication standards. Integrating
a predictive module into such an environment calls for adaptable interfaces, protocol converters, and
robust data fusion mechanisms to ensure compatibility and consistency across platforms.

Another critical challenge is ensuring the reliability and safety of automated predictions. In
high-stakes environments such as power transmission and distribution, false positives can lead to
unnecessary system reconfigurations, while false negatives may result in undetected risks and costly
outages. As a result, predictive systems must be thoroughly validated using domain-specific
benchmarks, historical event data, and stress-test simulations under worst-case scenarios. Reliability
engineering principles, including redundancy, fail-safe fallback logic, and continuous performance
monitoring, must be embedded into the prediction pipeline to maintain trust and operational
continuity.

Furthermore, human oversight remains an essential component in practical deployments.
Despite advances in automation, predictive models should function as decision support tools rather
than autonomous decision-makers. This requires transparent interfaces that present model outputs
alongside contextual information and allow for operator intervention when necessary. Explainable Al
methods, such as saliency maps or feature attribution techniques, should be integrated to justify
predictions and facilitate regulatory compliance. In combination, these design considerations form
the foundation for trustworthy and effective integration of deep learning-based prediction systems in
operational power grid environments.

Conclusion

The convergence of big data infrastructure and deep learning techniques offers a powerful
framework for failure prediction in power grid systems. By leveraging real-time, high-volume, and
multi-source data, predictive models can identify early indicators of instability and support proactive
interventions, reducing the likelihood of cascading failures and operational disruptions. Deep learning
architectures such as LSTM, GRU, CNN, and Transformer enable the modeling of complex spatial-
temporal dependencies, offering flexibility across diverse deployment scenarios.

Through comparative analysis and implementation examples, this study has demonstrated the
strengths and trade-offs of each model in relation to data characteristics, computational requirements,
and latency constraints. Practical modules can be embedded within monitoring pipelines or deployed
at the edge, supporting rapid detection and response. However, successful integration requires
addressing interoperability with legacy systems, ensuring model robustness under uncertainty, and
maintaining transparency and human oversight in critical operations.

The findings emphasize the need for adaptive, explainable, and scalable predictive systems
tailored to the operational realities of modern power infrastructure. As power grids continue to evolve
in complexity and exposure, the role of intelligent, data-driven solutions will become increasingly
central to infrastructure resilience and energy system reliability.
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